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Abstract—In this paper, a strategy is proposed to reduce the computational burden associated with the solution of problems arising in nonlinear model predictive control. The prediction horizon is split into two sections and the constraints associated with the terminal one are tightened using a barrier formulation. In this way, when using the Real-Time Iteration scheme, variables associated with such stages can be efficiently eliminated from the quadratic subproblems by a single backward Riccati sweep. After eliminating the tightened stages, a quadratic problem with a reduced horizon is solved where the original constraints are used. The solution is then expanded to the full horizon with a single forward Riccati sweep. By doing so, the online computational burden associated with the solution of the optimization problems can be largely reduced. Numerical results are reported where, using the proposed scheme, a speedup of about one order of magnitude can be achieved without compromising closed-loop performance.

I. INTRODUCTION

Nonlinear model predictive control (NMPC) is an optimization-based control scheme that has been widely applied in the chemical and process industry since the late 70s. Due to the considerable computational effort required to solve the arising nonlinear, nonconvex optimization problems online, its use in fields where shorter sampling times must be met is still an open challenge. As advances are made in both algorithm development and software implementations, the computation times achievable have shrunk considerably over the past decades. Several works are present in the literature [8], [9] where timings in the milli- and microsecond timescale can be obtained.

In order to reduce the computational burden associated with NMPC, and make it possible for it to be applied to a broader spectrum of applications, among other algorithms, the Real-Time Iteration (RTI) algorithm can be used. When employing such a scheme, a single linearization and a single quadratic program (QP) solve are carried out at each sampling time, leading to an approximate feedback policy. Although the closed-loop performance can be affected, using such an algorithm, a good control performance can often be achieved in practice [1] and closed-loop stability can be guaranteed under the conditions discussed in [4].
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A. Contributions and Outline

In this paper, an efficient strategy is proposed based on the RTI scheme, which allows one to reduce the computational burden associated with the solution of NMPC problems, by removing part of the constraints in the formulation. In particular, in order to preserve stability and control authority, only the constraints in the late stages of the prediction horizon are removed and replaced by logarithmic barriers.

After the linearization step in the RTI, a large part of the variables of the resulting QP can be efficiently eliminated with a backward Riccati sweep. An optimal control problem formulation with a much shorter prediction horizon, and hence fewer variables, is obtained that can be solved with standard QP solvers. Finally, the solution is expanded to the full horizon with a forward sweep. In this way, considerably reduced computation times can be achieved with respect to the standard formulation.

The paper is structured as follows: in Section II, preliminaries on NMPC and the RTI are presented. The algorithm is introduced in Section III and the implementation aspects are discussed in Section IV. In Section V, a stability proof sketch for the proposed method is presented and its potential is assessed on a non-trivial numerical example in Section VI.

II. PRELIMINARIES

A. The Real-Time Iteration Scheme

Consider the following optimal control problem:

$$\min_{x_0, \ldots , x_{N-1}} \sum_{i=0}^{N-1} l(x_i, u_i) + l_N(x_N)$$

s.t.  
$$x_0 - \hat{x}_0 = 0$$  
$$x_{i+1} = f(x_i, u_i), \quad i = 0, \ldots , N - 1$$  
$$g(x_i, u_i) \leq 0, \quad i = 0, \ldots , N - 1$$  
$$g_N(x_N) \leq 0,$$

where

$$l(x_i, u_i) = \frac{1}{2} \left( x_i^T Q x_i + u_i^T R u_i \right)$$

$$l_N(x_N) = \frac{1}{2} x_N^T Q_N x_N,$$

with $Q$, $R$ and $Q_N$ positive definite and where $f$, $g$ and $g_N$ are twice continuously differentiable and the inequalities associated with $g$ and $g_N$ define convex sets.

Remark 1: While, from a computational point of view, the proposed algorithm can be applied to a more general problem formulation with potentially nonconvex inequality

\[ \text{inequality constraints} \]
constraints, the assumptions above will be made in this work in order to be able to derive preliminary stability results based on the arguments presented in [16].

A possible approach to solve problem (1) is to use sequential quadratic programming (SQP). SQP-based schemes rely on the solution of a series of quadratic subproblems that locally approximate the original NLP. At every iteration the NLP is linearized and a QP is solved in order to perform an update of the solution. This procedure, combined with additional ingredients required to improve efficiency and guarantee convergence to a local minimum [13], is the main idea used in SQP algorithms.

In order to reduce the computational burden associated with several linearizations and QP solutions at each sampling instant, the RTI scheme can be used. This allows the algorithm to converge over time and achieve faster control feedback to the system. A convergence and stability proof for the RTI scheme is presented in [4] for the simplified setting where no inequality constraints are present. Although, employing a single SQP step can effectively reduce the computational burden, both linearization and solution of the QP subproblems can give rise to long computation times. An overview on numerical methods for NMPC algorithms can be found in [3].

III. PARTIALLY TIGHTENED OPTIMAL CONTROL PROBLEM FORMULATION

A. Tightening Based on Barrier Functions

A partially tightened formulation will be considered in the following, that allows one to speed up the computations necessary to solve (1). For stages \( i = M, \ldots, N \), the constraints are removed and the stage costs are replaced with the modified costs

\[
\tilde{l}(x_i, u_i) = l(x_i, u_i) + \rho(x_i, u_i), \quad i = M, \ldots, N - 1
\]

\[
\tilde{l}_N(x_N) = l_N(x_N) + \rho_N(x_N),
\]

where the logarithmic barriers

\[
\rho(x_i, u_i) := -\tau \sum_{j=1}^{n_g} \log(-g_j(x_i, u_i))
\]

\[
\rho_N(x_N) := -\tau \sum_{j=1}^{n_g_N} \log(-g_{Nj}(x_N))
\]

have been introduced. Note that such a formulation is also used in interior-point methods in order to cope with the nonsmoothness of the complementarity conditions. In those methods, the so-called barrier parameter \( \tau \) is shrunk as the algorithm proceeds in order to obtain a solution to the original problem as \( \tau \to 0 \) [13].

In the context of model predictive control, strategies that exploit a fixed value of the barrier parameter and tightening of the entire horizon have been investigated by the authors of [16] and [6]. In the first work, for nonlinear systems, the stabilizing properties are described for the feedback policy that is obtained by solving the tightened optimal control problems for a fixed value of the barrier parameter. The second work, for linear systems, presents an approximate strategy that requires, in the limit, performing a single iteration on the subproblems. Convergence and stability of such an algorithm is analyzed in [6]. Finally, the approach in [14] shares some similarities with the work in [16] and [6] in the sense that the C/GMRES iterations can be interpreted as interior-point-like iterations on problems with a particular barrier formulation [3].

B. Partially Tightened Nonlinear OCP Formulation

In the following, a similar approach is used with the important difference that only stages from \( M \) to \( N \) will be tightened in order not to require a modification of the constraints in the first stages. Moreover, instead of solving exactly the tightened problems, a formulation is proposed that results in QP subproblems with linearized complementarity conditions for the tightened stages. In this way, the variables associated with such stages can be efficiently eliminated with a Riccati-like recursion. After elimination, a smaller QP is obtained, with a reduced horizon that can be efficiently solved with QP solvers tailored to MPC.

It can be easily shown that the first-order optimality conditions associated with problem (1), with stage costs modified according to the barrier formulation in (3) and (4) read:

\[
x_0 - \hat{x}_0 = 0
\]

\[
Q x_0 + \nabla_x f(w_0) \lambda_1 - \lambda_0 - \nabla_x g(w_0) v_0 = 0
\]

\[
R u_0 + \nabla_u f(w_0) \lambda_1 - \nabla_u g(w_0) v_0 = 0
\]

\[
g(w_0) + s_0 = 0
\]

\[
S_0 v_0 = 0
\]

\[
x_M - f(w_{M-1}) = 0
\]

\[
Q x_M + \nabla_x f(w_M) \lambda_{M+1} - \lambda_M - \nabla_x g(w_M) v_M = 0
\]

\[
R u_M + \nabla_u f(w_M) \lambda_{M+1} - \nabla_u g(w_M) v_M = 0
\]

\[
g(w_M) + s_M = 0
\]

\[
S_M v_M = \tau \mathbf{1}
\]

\[
x_N - f(w_{N-1}) = 0
\]

\[
Q x_N - \lambda_N - \nabla_x g(w_N) v_N = 0
\]

\[
g(w_N) + s_N = 0
\]

\[
S_N v_N = \tau \mathbf{1},
\]

where \( v_i, s_i \geq 0 \) are the Lagrange multipliers and slacks, respectively, associated with the stage inequalities and \( \lambda_i \) are the equality constraints multipliers. Moreover, \( S_i \) denotes the diagonal matrix having the elements of \( s_i \) on its diagonal. The compact notation \( w_i := (x_i, u_i) \) has been introduced to indicate the stacked state and control variables for stage \( i \).

C. Real-Time Iterations with Partial Tightening

Let us consider a modified version of the Generalized Gauss-Newton (GGN) based SQP method [2] for the problem in (5) based on a linearization of the nonlinear constraints and of
the computational burden associated with one RTI iteration for stages $i$ proposed scheme, the smoothed complementarity conditions and iteratively solved within one SQP iteration. In the MQP is solved with an interior-point method, the complementarity conditions for stages give rise to nonsmooth equations the two schemes in general, if convergence is achieved, a Although different intermediate iterations would be taken by be convenient instead to use the formulation proposed above. equations would be obtained for the terminal section of the diagonals. Finally, the vectors $A_i := \nabla_x f(\tilde{\omega}_i)^T$, $B_i := \nabla_u f(\tilde{\omega}_i)^T$

$$
(7)
$$

have been introduced that represent evaluations of the Jacobians of equality and inequality constraints at the linearization point $\tilde{\omega}_i$. Analogously, the matrices $\tilde{S}_i$ and $\tilde{V}_i$ are the diagonal matrices having the elements of $\tilde{s}_i$ and $\tilde{v}_i$ on their diagonals. Finally, the vectors

$$
(8)
$$

have been introduced. Notice that, if an SQP step is applied to the partially tightened problem, where logarithmic barriers are used explicitly in the cost, analogously, a set of linear equations would be obtained for the terminal section of the horizon and the scheme would naturally fall in the standard SQP framework. However, for numerical reasons, it might be convenient instead to use the formulation proposed above. Although different intermediate iterations would be taken by the two schemes in general, if convergence is achieved, a solution to (5) is obtained by both algorithms.

Notice that, when applying the standard RTI scheme, the presence of constraints gives rise to nonsmooth equations that require special treatment. If, for example, the resulting QP is solved with an interior-point method, the complementarity conditions for the first $M$ stages need to be relaxed and iteratively solved within one SQP iteration. In the proposed scheme, the smoothed complementarity conditions for stages $i = M, \ldots, N$ have been linearized in (6) such that the computational burden associated with one RTI iteration can be largely reduced. In particular, a single backward Riccati recursion [15] can be used to factorize the part of the KKT matrix associated with the tightened stages. These implementation aspects are discussed further in Section IV.

IV. EFFICIENT ALGORITHM IMPLEMENTATION

In this section, the implementation of the proposed algorithm is discussed. An efficient Riccati recursion based on the algorithm proposed in [15] is used to eliminate variables associated with the tightened stages in order to obtain, after elimination, a reduced QP with a shorter horizon. Note that the solution of the resulting QP is expanded back into the solution for the original long horizon problem.

A. The Backward Riccati Recursion

To perform an RTI, system (6) needs to be solved, including the positivity constraints for the slack variables and Lagrange multipliers. For stages $M$ to $N$, it can be shown that the linear system associated with a Newton step has the form of the KKT system that arises from a linear-quadratic problem [15]. In particular, after eliminating slack variables and inequality multipliers, this leads to a system with a special band diagonal structure that can be exploited in order to reduce the computational burden. For example, for $N = 2$ and $M = 0$, these equations would read

$$
(9)
$$

with properly defined matrices $\hat{Q}_i$ and $\hat{R}_i$ and residuals $r_{E_1}, r_{S_{x_1}}, r_{S_{u_1}}$ according to the elimination procedure described in [15]. It is possible to factorize the matrix in (9) starting from the block corresponding to stage $N$ using the following Riccati recursion:

$$
P_i = \hat{Q}_i + A_i^T P_{i+1} A_i + \Sigma_i B_i^T P_{i+1} B_i
$$

and

$$
p_i = r_{S_{x_i}} + A_i^T (P_{i+1} r_{E_i} + p_{i+1})
$$

$$
+ \Sigma_i (r_{S_{u_i}} + B_i^T P_{i+1} r_{E_i} + B_i^T p_{i+1}),
$$

where

$$
\Sigma_i := -(A_i^T P_{i+1} B_i) (\hat{R}_i + B_i^T P_{i+1} B_i)^{-1},
$$

for $i = N - 1, \ldots, M$ initialized with $P_N = \hat{Q}_N$.

B. The Reduced QP Subproblem and Forward Expansion

Once the variables associated with stages $N$ to $M$ have been eliminated, the following reduced QP with shorter horizon
is left to be solved:
\[
\min_{x_0,\ldots,x_M} \sum_{i=0}^{M-1} l(x_i, u_i) + \psi(x_M)
\]
\[
\text{s.t. } x_0 - \hat{x}_0 = 0,
\]
\[
x_{i+1} - A_i x_i - B_i u_i - c_i = 0, \quad i = 0, \ldots, M - 1
\]
\[
d_i + G^T_i x_i + G^u_i u_i \leq 0, \quad i = 0, \ldots, M - 1,
\]
where the terminal cost for stage \( M \) is defined as
\[
\psi(x_M) := x^T_M P_M x_M + p^T_M x_M,
\]
with \( P_M \) and \( p_M \) both resulting from the backward recursion on stages \( N \) to \( M \). For the problem in (13) with shorter horizon. Compared to the original OCP in (1), \( \psi(x_M) \) incorporates an approximate contribution due to stages \( M \) to \( N \), which can be efficiently computed thanks to the partially tightened formulation that is adopted.

The resulting QP in (13) can be readily solved with a standard QP solver tailored to MPC such as qpOASES [7], HPMPC [11] or FORCES PRO [5]. Finally, after solving the QP subproblem, the following recursion is used to update the solution for the tightened stages
\[
u_i = K_i x_i + k_i,
\]
\[
x_{i+1} = A_i x_i + B_i u_i + r E_i
\]
\[
\lambda_{i+1} = P_{i+1} x_i + \lambda_i,
\]
for \( i = M, \ldots, N - 1 \), where
\[
K_i = -\Gamma_i B^T_i P_{i+1} A_i,
\]
\[
k_i = -\Gamma_i (r S_u + B^T_i (P_{i+1} r E_i + p_{i+1}))
\]
\[
\Gamma_i = (\bar{R}_i + B^T_i P_{i+1} B_i)^{-1}.
\]
Once the solution \( z^* := (x^*, u^*, \lambda^*, \nu^*, s^*) \) to equations (6) has been computed, an inept backtracking line-search is used to obtain a feasible step:
\[
z^{k+1} = z^k + t \Delta z,
\]
where \( \Delta z := z^* - z^k \) and \( t \in (0, 1] \) such that the positivity constraints on \( \nu_i \) and \( s_i \) are satisfied. Notice that the positivity constraints for stages \( 0 \) to \( M - 1 \) are always satisfied, if a feasible solution to the reduced QP is obtained. Hence, for a practical implementation, the line-search might be limited to the tightened stages. The proposed scheme is summarized in Algorithm 1 and the special block-banded structure with linear stages is described in Figure 1.

**Remark 3:** Notice that \( \hat{x}_0 \) is only necessary at line 10 of Algorithm 1. For this reason, when splitting the computations in preparation and feedback phase according to [4], the feedback phase consists only of the solution of the reduced QP, and forward expansion which can further reduce the feedback delays.

**Algorithm 1** Partially Tightened Real-Time Iteration

1. **input:** \( z^k := (x^k, u^k, \nu^k, \lambda^k, s^k) \), \( \tau \)
2. **linearization of (5):**
3. compute \( A_i, B_i, c_i \) \( i = 0, \ldots, N - 1 \),
4. \( G_i, d_i, e_i \) \( i = 0, \ldots, N \),
5. \( S_i, \bar{V}_i \), \( i = M, \ldots, N \),
6. **reduction to equality constrained form \((N \rightarrow M)\):**
7. eliminate \( s_i^*, \nu_i^* \), \( i = M, \ldots, N \) according to [15]
8. **backward Riccati sweep \((N \rightarrow M)\):**
9. compute \( P_M \) and \( p_M \) using (10) and (11)
10. **estimate new initial state \( \hat{x}_0 \)**
11. **QP solution (13):**
12. compute \( x_i^*, \lambda_i^* \) \( i = 0, \ldots, M \)
13. and \( u_i^*, \nu_i^* \) \( i = 0, \ldots, M - 1 \)
14. **forward Riccati sweep \((M \rightarrow N)\):**
15. compute \( x_i^*, \lambda_i^* \), \( i = M, \ldots, N \)
16. and \( u_i^*, \nu_i^* \), \( i = M, \ldots, N - 1 \) using (15) and (16)
17. **final expansion \((M \rightarrow N)\):**
18. compute \( s_i^*, \nu_i^* \), \( i = M, \ldots, N \) according to [15]
19. **line-search:**
20. compute \( z^{k+1} \) using (17)
21. **output:** \( z^{k+1} \)

V. TOWARDS CLOSED-LOOP STABILITY GUARANTEES

In this section, a stability proof sketch for the proposed scheme is derived which builds on existing results from barrier function-based NMPC [16]. The derivations in the following extend the results to the case in which the original constraints are kept in the formulation for stages \( 0 \) to \( M - 1 \) and, successively, to the case where a single Newton-type step is applied to the resulting optimality conditions, based on the arguments used in [4]. In order to be able to use the results from [16], the following assumptions will be made:

**Assumption 1:** For the logarithmic barriers associated with the stage constraints defined in (4) the following holds:
\[
\rho(0,0) = 0 \quad \rho(x,u) > 0, \quad \forall (x,u) \in \Omega := \{(x,u) : g(x,u) < 0\},
\]
and, analogously, for the terminal constraint
\[
\rho_N(0) = 0 \quad \rho_N(x) > 0, \quad \forall x \in \Omega_N := \{x : g_N(x) < 0\}.
\]
Assumption 2: The terminal constraint function $g_N(x_N)$ is quadratic
\[
g_N(x_N) = x_N^T H_N x_N - \alpha_N,
\]
for some positive definite matrix $H_N$ and value $\alpha_N > 0$.

Notice that, if Assumption 1 does not hold, the so-called *gradient recentred* barrier functions can be used as proposed in [16]. Given the Assumption 1 and 2, the following result holds for the case where constraints are tightened throughout the entire horizon, i.e. if $M = 0$:

**Lemma 4** ([16]): Consider the optimal control problem in (1) with all the stage costs modified according to (3) and (4). For any value of $\tau > 0$, there exist suitable $Q_N$, $H_N$ and $\alpha_N$ such that the following decrease property holds:
\[
-\bar{l}_N(x_N) + \bar{l}_N(f(x_N, K x_N)) + \bar{l}(x_N, K x_N) \leq 0,
\]
for all $x_N \in \Omega_N$, where $u = K x$ defines an asymptotically stabilizing control law around the origin.

A detailed discussion, based on arguments from [12], can be found in [16]. In particular, a way to select $H_N$ and $Q_N$ based on properties of gradient recentred self-concordant barrier functions is proposed. Lemma 4 provides the descent properties required to construct a Lyapunov function for a fully tightened problem. Consider now a partially tightened problem, in which the original quadratic cost is used for stages $i = 0, \ldots, M$. The candidate Lyapunov function
\[
V^*(\hat{x}_0) := \sum_{i=0}^{M-1} l(x_i^*, u_i^*) + \sum_{i=M}^{N-1} \bar{l}(x_i^*, u_i^*) + \bar{l}_N(x_N^*)
\]
is taken into account.

**Theorem 5:** For a proper choice of $H_N$ and $Q_N$ according to the results in [16] and $\forall M \in \{0, \ldots, N\}$, the following inequality holds for any $\hat{x}_0$ for which (5) admits solutions:
\[
-V^*(\hat{x}_0) + V^*(f(\hat{x}_0, u_0^*)) \leq -l(\hat{x}_0, u_0^*).
\]

**Proof:** The proof uses standard arguments based on the construction of a feasible, but suboptimal, trajectory obtained by shifting the optimal solution computed for $\hat{x}_0$. Let $\hat{V}(f(\hat{x}_0, u_0^*))$ denote the cost associated with such a suboptimal trajectory and define
\[
\Delta \hat{V} := -V^*(\hat{x}_0) + \hat{V}(f(\hat{x}_0, u_0^*)).
\]
The following inequality holds by construction of the suboptimal policy obtained by shifting:
\[
\Delta \hat{V} = -l(\hat{x}_0, u_0^*) - \bar{l}_N(x_N^*) + \bar{l}_N(f(x_N, K x_N)))
+ \bar{l}(x_N, K x_N) + l(x_M, u_M) - \bar{l}(x_M, u_M).
\]
Note that the following holds
\[
l(x_M, u_M) - \bar{l}(x_M, u_M) = \tau \sum_{i=1}^{n_g} \log(-g_j(x_M, u_M)) < 0,
\]
where Assumption 1 has been used. Due to the decrease property in Lemma 4, the following holds:
\[
\Delta \hat{V} \leq -l(\hat{x}_0, u_0^*).
\]

Moreover, as the shifted policy used to derive such an inequality is suboptimal, after optimizing, the following must hold:
\[
-V^*(\hat{x}_0) + V^*(f(\hat{x}_0, u_0^*)) \leq -l(\hat{x}_0, u_0^*).
\]

Although a rigorous stability analysis is out of the scope of this work and still under development, the result derived shows that when controlling a system using a solution to the set of nonlinear equations (5), under mild assumptions, certain descent properties for $V^*(\hat{x}_0)$ can be provided. However, the proposed scheme solves, at every iteration, the linearized system (6). In order to extend the stability proof sketch, arguments from [4] can be used. In particular, the proof assumes that a neighborhood around the origin exists, where the active-set is stable. Notice that it can be shown that such an assumption is satisfied if the second order sufficient conditions for optimality hold [13]. Then, the nonlinear root-finding problem (5) falls in the class covered by the stability proof for the standard RTI scheme without shifts. Hence, the results from [4] can be applied to the proposed algorithm where no inequality constraints are present, e.g when $M = 0$.

A more detailed analysis of the stability properties of this new variant of the RTI scheme, especially in the presence of inequality constraints and active set changes, is part of ongoing research.

**VI. NUMERICAL CASE STUDY**

In the following, the presented approach will be validated on a nontrivial example. Consider the following ordinary differential equations describing the dynamics of an inverted
TABLE I: Pendulum example: worst-case computation times for the swing-up closed-loop scenario (1000 sampling steps) in milliseconds and closed-loop cost with N = 100, τ = 1 and decreasing values of M (standard RTI with N = 100 in the first column).

<table>
<thead>
<tr>
<th>M</th>
<th>50</th>
<th>20</th>
<th>10</th>
<th>5</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>QP [ms]</td>
<td>4.405</td>
<td>2.571</td>
<td>1.034</td>
<td>0.566</td>
<td>0.313</td>
</tr>
<tr>
<td>lin. [ms]</td>
<td>0.190</td>
<td>0.190</td>
<td>0.190</td>
<td>0.190</td>
<td>0.190</td>
</tr>
<tr>
<td>total [ms]</td>
<td>4.595</td>
<td>2.761</td>
<td>1.224</td>
<td>0.756</td>
<td>0.505</td>
</tr>
<tr>
<td>i.p. iter.</td>
<td>37</td>
<td>32</td>
<td>29</td>
<td>26</td>
<td>17</td>
</tr>
<tr>
<td>c.l. cost</td>
<td>1037</td>
<td>1005</td>
<td>1160</td>
<td>1128</td>
<td>1338</td>
</tr>
<tr>
<td>speedup QP</td>
<td>–</td>
<td>1.71</td>
<td>4.26</td>
<td>7.74</td>
<td>14.07</td>
</tr>
<tr>
<td>speedup RTI</td>
<td>–</td>
<td>1.66</td>
<td>3.75</td>
<td>6.07</td>
<td>9.13</td>
</tr>
</tbody>
</table>

TABLE I: Pendulum example: worst-case computation times for the swing-up closed-loop scenario (1000 sampling steps) in milliseconds and closed-loop cost with N = 100, τ = 1 and decreasing values of M (standard RTI with N = 100 in the first column).

pendulum:

\[
\begin{align*}
\dot{p} &= v, \\
\dot{v} &= \frac{-m_g \theta^2 + F + g m c_0 s_0}{M + m - mc_0^2}, \\
\dot{\theta} &= \omega, \\
\dot{\omega} &= \frac{-mc_0 s_0 \omega^2 + F c_0 + g m s_0 + M g s_0}{l(M + m - mc_0^2)}
\end{align*}
\]

(25)

where \( x = (p, \theta, v, \omega) \) is the state of the system, where \( p \) and \( v \) are the linear position and velocity of the cart and \( \theta \) and \( \omega \) are the angle and angular velocity of the pendulum. The input to the system is the force \( F \) applied to the cart, while \( m, M, l \) and \( g \) are fixed parameters representing the mass of the pendulum, the mass of the cart, the length of the pendulum and gravitational acceleration respectively. The notation \( s_0 := \sin(\theta) \) and \( c_0 := \cos(\theta) \) is used.

An OCP of the form in (1) is considered, where \( f(\cdot) \) represents the discretized dynamics obtained by applying the explicit Runge-Kutta scheme of order four with fixed step-size \( h = 0.01 s \). A control horizon \( T = 1 s \) is used and the trajectories are discretized using \( N = 100 \) shooting nodes. Simple bounds are imposed on the input \( F_{\text{max}} = -F_{\text{min}} = 12 N \) and the cost matrices have been chosen as follows:

\[
Q = \text{diag}(1 \cdot 10^{-1}, 1, 1 \cdot 10^{-1}, 2 \cdot 10^{-3}) \quad \text{and} \quad R = 5 \cdot 10^{-4},
\]

and an LQR-based terminal cost is used.

The proposed scheme has been implemented using the open-source interior-point solver HPMPC [11] that exploits high-performance linear algebra package BLASFEO [10]. Figure 2 shows the closed-loop trajectories obtained with three different setups. An RTI scheme with standard formulation is used with \( N = 50 \) and \( N = 100 \) and the proposed partially tightened formulation is used with \( M = 20, N = 100 \) and \( \tau = 1 \). The partially tightened scheme stabilizes the system, keeping the original form of the constraints only in few stages. In this way, a long prediction horizon can be used while reducing the computational burden associated with the iterations with respect to the standard RTI scheme. If a shorter horizon of e.g. \( N = 50 \) shooting nodes is used, the system cannot be stabilized in this case. Timing results are reported in Table I for the inverted pendulum swing-up example, using a varying number of tightened stages \( M \) and \( \tau = 1 \). For small values of \( M \), a large speedup can be achieved with respect to the standard formulation with \( N = 100 \).

VII. Conclusions

An efficient partially tightened RTI scheme for NMPC has been presented. The algorithm uses a barrier formulation to approximate stage constraints in the terminal part of the prediction horizon. In this way a large part of the variables in the QP subproblems can be eliminated with a single backward Riccati recursion sweep. After solving a reduced QP for the initial part of the horizon, the solution is expanded back to the full horizon. A stability proof sketch is derived and a numerical case study is presented that shows both closed-loop simulations and detailed timing results.
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