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a b s t r a c t

This paper presents an Optimal Control Problem (OCP) tailored to assess the system performance of a
rigid wing Airborne Wind Energy (AWE) pumping system prior to real flight tests. The proposed method
is validated against experimental data obtained using a small prototype designed by the Dutch company
Ampyx Power B.V. Within such analysis, it is shown that a non-optimized closed-loop flight control
system can generate power to within 10% of the open-loop optimal flight trajectories. Additionally, re-
sults demonstrate that the system efficiency does not depend on the trajectory topology, though a
significant change in terms of trajectory shape is observed for different wind speeds as a result of tra-
jectory constraints.

© 2019 Published by Elsevier Ltd.
1. Introduction

Wind speed increases significantly with altitude [1]. Conven-
tional wind turbine manufacturers are constantly increasing the
size of their systems in order to reach altitudes where the wind
sources are abundant. However, such scaling up procedure leads to
significant increments in terms of material for both tower structure
and foundations, and costs relative to transportation, installation
and maintenance. Additionally, it is not possible to arbitrarily in-
crease the size of conventional wind turbines due to physical
constraints. As an alternative, the novel Airborne Wind Energy
(AWE) technology promises to efficiently capture the wind re-
sources at higher altitudes by replacing the tips of the blades with a
tethered airborne airfoil, e. g., a soft kite or a rigid wing.

A wide variety of concepts in the field of AWE can be found in
literature [2], although according to Ref. [3] two main branches can
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be distinguished. Drag mode Airborne Wind Energy Systems
(AWESs) generate power using on-board turbines, transmitting
power to the ground via a conductive tether. A drag mode AWES is
being developed by Makani Power [4].

Lift mode or Pumping mode AWESs produce power by perform-
ing periodical variation of tether length and tether tension. More
precisely, in pumping systems a production phase follows a retrac-
tion phase periodically. During the production phase, the airfoil
exerts a high tension on the tether which is anchored to a ground
station composed of a winch and an electric generator. The me-
chanical power is fed to the electric grid after electrical conversion.
Due to finite tether length, a retraction phase is required where the
tether is wound up by changing the flight pattern and pulling the
tether using the winch. In this phase less lifting force is generated,
so that significantly less energy needs to be invested in comparison
to what has been gained during the production phase. An artist's
rendering of the two main phases of a pumping mode AWES is
shown in Fig. 1 [5].

A pumping mode AWES is being developed by the Dutch com-
pany Ampyx Power B.V. [5], but also by other companies such as
KPS [6], Twingtec [7], Kitemill [8] and e-kite [9].

Regardless of the system type, the airfoil is required to fly in
cyclic patterns to maximize net power produced per cycle, and due
to the numerous variables that need to be taken into account
simultaneously, the computation of efficient and feasible flight
trajectories is not trivial. In many cases, non-optimized flight paths
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Fig. 1. Working principles of a pumping mode AWES with a production (left) and consumption (right) phase. A lift mode AWES produces power by performing periodical variation
of both length and tether tension. Power generation occurs during the so called reel-out phase, where the tether tension is used to rotate a drum, driving an electric generator
located on the ground. A reel-in phase is required due to finite tether length. By changing the flight pattern in such a way that less lifting force is produced, the tether can be wound
up with a significant lower energy investment than what was gained in the power production phase.
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are used as the basis of system sizing and performance prediction,
and it is not necessarily obvious how such performance compares
with fully optimized trajectories.

In this paper it is shown how to compute optimized flight tra-
jectories and concurrently to assess the system efficiency prior to
manufacturing and flight test. The proposed method provides an
upper bound of expected performance and it relies on the formu-
lation of an Optimal Control Problem (OCP), where the system
dynamics are modeled as a set of Differential Algebraic Equations
(DAEs). The OCP is implemented using an open-source tool spe-
cifically designed for optimization of AWES. The simulation data are
validated via the 2nd prototype designed by Ampyx Power B.V.,
where the airborne component is a high lift, rigid wing autono-
mous aircraft (see Fig. 2). Several scenarios are analyzed in terms of
control strategy, trajectory topology, and average power output.
Finally, the power curve of the case study is carried out and its
harvesting factor is analyzed.

The paper is organized as follows. Section 1 introduces the
mathematical model of a rigid wing pumping mode AWES suitable
for use within OCPs. First, an introduction of the reference frames,
wind profile and aircraft characteristics are provided. Subsequently,
Fig. 2. The 2nd prototype high lift, rigid wing autonomous airc
each system component is modeled separately via Newtonian
mechanics. The system dynamics are ultimately formulated as a set
of DAEs. Section 2 formulates an OCP that aims towards the opti-
mization of flight trajectories to maximize the average power
output. The optimization tool is validated against a set of experi-
mental data in Section 2.7. Within such analysis, the discrepancy
between an optimal open-loop solution with a simulated closed-
loop solution carried out using the actual Flight Control Com-
puter (FCC) designed by Ampyx Power B.V. is quantified. In Section
3.1, the lemniscate trajectory is compared to a circular trajectory
under equal boundary conditions in terms of power output and
size. Finally, in Section 3.2, the power curve and harvesting factor
are computed for the case study by solving a sequence of optimal
control problems for a range of wind speeds.
2. Modeling of a rigid wing AWES

This section proposes a mathematical formulation of a rigid
wing AWE pumping system tailored to OCPs. First, thewind shear is
described analytically by a standard power law. Subsequently, a
brief introduction to both aircraft attitude and reference frames is
raft designed by Ampyx Power B.V [5]. and build in 2009.



Table 2
Physical properties of the aircraft designed by Ampyx Power B.V [5].
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provided. Each system component is modeled separately via
Newtonian mechanics. Finally, the overall system dynamics are
described as a set of DAEs.

2.1. Wind profile modeling

For trajectory optimization of AWES via OCPs, the wind field is
normally modeled via a vertical profile of wind speed with no
stochastic phenomena such as turbulence fluctuations and low
level jets [10]. One of the most common wind profile models ap-
proximates the wind speed w as a function of the altitude h by a
power law as follows [1]:

wðhÞ ¼ wha

�
h
ha

�cf
(1)

with ha the anemometer height at which the wind speed wha
is

measured, where cf denotes the power law exponent that accounts
for the effects of obstacles protruding from the earth's surface. High
obstacles involve high values of cf and vice-versa. Typical values of
cf are listed in Table 1, though one may also obtain wind shear
characteristics from experimental data for a specific location. For
the presented case study, a coefficient of cf ¼ 0:15 is chosen [5].

2.2. Reference frames and aircraft attitude

In order to describe any motion or position, one needs one or
more reference frames. For an AWES composed of a rigid wing
aircraft, it is convenient to adopt reference frame conventions
commonly used in the aerospace field. Under the assumption of a
flat earth, let us define a non inertial, right handed orthogonal axis
system, where the x and y axis point to the northern and eastern
axis, respectively, while the z-axis points downward, toward the
Earth's surface. Such frame is known as North-East-Down (NED)
frame n where pn ¼ ½pN; pE;pD�u denotes the NED coordinates
relative to the aircraft motion with vn ¼ ½vN; vE; vD�u the corre-
sponding velocity vector. Likewise, let us consider a body reference
frame bwhere ex , ey , ez denote the aircraft longitudinal, transversal
and vertical axis.

Any vector can be converted into a specific frame by means of
Direction Cosine Matrices (DCMs), known also as rotation (trans-
formation) matrices. Within this framework, let us denote
Rbn2ℝ3�3 as the DCM from NED to body frame. By definition, the
inverse transformation of Rbn, i. e., Rnb (from body to NED frame) is
simply given by

Rnb ¼ R�1
bn ¼ Ru

bn (2)

where the orthonormality condition XcðRnbÞ given as

XcðRnbÞ ¼ Rnb,R
u
nb � I3 (3)

must always be equal to zero.
In flight dynamics, one can define the time evolution of Rnb as

[11,12].
Table 1
Friction coefficient cf for various terrain types [42].

Terrain characteristics cf ½ � �
Smooth hard ground, calm water 0.10
Tall grass on level ground 0.15
High crops, hedges and shrubs 0.20
Small town with trees and shrubs 0.30
Large city with tall buildings 0.40
_Rnb ¼ Rnb,U (4)

where U denotes the skew-symmetric matrix of the aircraft
angular body rates ub ¼ ½p; q; r�u and defined as

U ¼
2
4 0 �r q

r 0 �p
�q p 0

3
5: (5)

Note that Rnb embeds the unit vectors which describe the
aircraft attitude, i. e.,

Rnb ¼ �
ex ey ez

�
: (6)

Finally, it is possible to extract the angle of roll f, pitch q and yaw
j using the ij entries of Rnb by Ref. [13].

f ¼ arctanðr32=r33Þ f2ð � p;pÞ (7a)

q ¼ �arcsinð�r31Þ q2ð�p=2;p=2Þ (7b)

j ¼ arctanðr21=r11Þ j2ð � p;pÞ; (7c)

and as a result the aircraft attitude can be eventually bounded
within an OCP framework via the Euler angles.
2.3. Airframe and physical characteristics

The presented AWES deploys as airborne component a high lift,
rigid wing, single fuselage, autonomous aircraft. The airframe is
equipped with aileron da, elevator de and rudder dr, entirely actu-
ated via electric servos. The aircraft is also equipped with flaps and
propulsion system, though, they are not exploited during cross-
wind flights.

The airframe geometry, i. e., wing span b, aerodynamic chord c,
wing area S, aspect ratio AR are collected in Table 2 as well as the
mass m and moments of inertia Ji with i ¼ x; y; z; xz relative to the
body axes, and due to symmetry along longitudinal axis, the aircraft
yields an inertia matrix J equal to

J ¼
2
4 Jx 0 �Jxz

0 Jx 0
�Jxz 0 Jz

3
5: (8)
2.4. Rigid body equations

The mathematical model of a high lift, rigid wing tethered
aircraft can be obtained using the six degree of freedom Equation of
Motion (EOM) as for modeling a conventional aircraft, i. e.,
Name Symbol Value Unit

Mass m 36.8 ½kg�
Moment of inertia Jx 25 ½kg,m2�
Moment of inertia Jy 32 ½kg,m2�
Moment of inertia Jz 56 ½kg,m2�
Cross moment of inertia Jxz 0.47 ½kg,m2�
Reference wing span b 5.5 ½m�
Reference chord c 0.55 ½m�
Reference wing area S 3 ½m2�
Aspect ratio AR 10 ½ � �
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m, _vb ¼ fbt þ fba þ fbg �m
�
ub � vb

�
(9a)

J, _ub ¼ mb
a �

�
ub � J,ub

�
(9b)

where (9a) is the translational acceleration and (9b) the angular
momentum, both expressed in body frame. Assuming the airframe
as a rigid body, the aircraft is subject to forces coming from the
tether fbt ¼ ½Xt;Yt;Zt�

u
, aerodynamic characteristics fba ¼ ½X;Y;Z�u

and gravity fbg. Normally, the tether attachment point is located
close to the aircraft center of gravity, hence, one can neglect the
moments caused by the tether and consider only the aerodynamic
contribution mb

a ¼ ½l;m;n�u. The gravitational force defined in
body frame is simply equal to

fbg ¼ Rbn

2
4 0

0
gD

3
5 ¼ mgD

2
4 �sin q
cos q sin f

cos q cos f

3
5 (10)

with gDz9:81 m=s2. As far as it regards the aerodynamic charac-
teristics ðfba ;mb

aÞ, they are generated by the aircraft relative motion
with respect to the airmass, i. e.,

vbr ¼ vb � Rbnv
n
w ¼

h
vbrx ; v

b
ry ; v

b
rz

iu
(11)

with vbr the relative velocity expressed in body frame and vnw the
local wind velocity vector defined in NED frame. Throughout this
work, the wind direction points North, i. e.,

vnw ¼ ½wðhÞ;0;0�u (12)

with wðhÞ shown in (1). Additionally, aerodynamic properties
depend on the orientation of the aircraft w.r.t. the airflow. Such
effect is modeled via the so called aerodynamic states which are
given by Ref. [13].
Fig. 3. Definition of axes, body angular rates and velocity, Euler a
VT ¼
������vbr ������2 (13a)

b ¼ arcsin
�
vbry

.
VT

�
(13b)

a ¼ arctan
�
vbrz

.
vbrx

�
(13c)

with VT the true airspeed, b the angle of side-slip and a the angle of
attack. The nomenclature introduced above is summarized in Fig. 3.

One can also define the translational acceleration (9a) in NED
frame by

m, _vn ¼ Rnb,
�
fbt þ fba þ fbg

�
: (14)

Finally, for optimal control purposes it is convenient to take into
account the servo speed which mathematically read as

_d ¼ vd (15)

with d ¼ ½da; de; dr�u the control surface deflections and
vd ¼ ½vda ; vde ; vdr �u the corresponding actuator speed vector.
2.5. Aerodynamic forces and moments

The aerodynamic properties ðfba ;mb
aÞ are defined in the body

frame and normalized with respect to the dynamic pressure
q ¼ 1

2 rV
2
T with rz1:225 kg=m3 the free-streammass density, and a

characteristic area of the aircraft body as follows [13].

X ¼ qS CX : Axial Force (16a)

Y ¼ qS CY : Side Force (16b)

Z ¼ qS CZ : Vertical Force (16c)
ngles, aerodynamic states, forces and moments of an aircraft.
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l ¼ qSb Cl : Rolling Moment (16d)

m ¼ qSc Cm : Pitching Moment (16e)

n ¼ qSb Cn : Yawing Moment (16f)

where CX;CY;CZ and Cl;Cm;Cn are the non-dimensional body-axes
aerodynamic force and moment coefficients, respectively. In the
aerodynamic field, it is common practice to approximate the
aerodynamic coefficients by linear terms in their Taylor series
expansion as follows [11].

CX ¼ CXa
aþ CXq

bq þ CXde
de þ CX0

; (17a)

CY ¼ CYb
bþ CYp

bp þ CYr
br þ CYda

da þ CYdr
de; (17b)

CZ ¼ CZa
aþ CZq

bq þ CZde
de þ CZ0

; (17c)

Cl ¼ Clbbþ Clp bp þ Clrbr þ Clda da þ Cldr de; (17d)

Cm ¼ Cma
aþ Cmq

bq þ Cmde
de þ Cm0 ; (17e)

Cn ¼ Cnb
bþ Cnp

bp þ Cnr
br þ Cnda

da þ Cndr
de; (17f)

which depend on the normalized body rates bp ¼ b p
2VT

; bq ¼ c q
2VT

;br ¼
b r
2VT

, angle of attack a and side slip b, as well as the control surface
deflections d. The coefficients Cij with i ¼ fX;Y;Z; l;m;ng and
j ¼ fa; b;p; q; r; da; de; de;0g denote the dimensionless aerodynamic
derivatives and for this application they are implicitly functions of
the angle of attack a.

Aerodynamic derivatives are usually stored as parameters in the
form of 1-D look-up tables as for this application. Within this work,
1-D look-up tables are interpolated using polynomial functions of
order up to second degree, i. e., pðaÞ ¼ c2,a2 þ c1,aþ c0, where the
polynomial coefficients ðc0; c1; c2Þ are collected in Table 3 and
Table 4.

2.6. Tether modeling

The main difference between a conventional aircraft and an
aircraft deployed in an AWES is the presence of a tether which
Table 3
Polynomial coefficients relative to CX, CY and CZ.

CX c0 c1 CY c0 c1 CZ c0 c1 c2

CXa
- 8.320 CYb

�0.186 - CZa
- 1.226 10.203

CXq
�0.603 4.412 CYp

�0.102 - CZq
�7.556 0.125 6.149

CXde
�0.011 0.112 CYr

0.169 0.137 CZde
�0.315 �0.001 0.292

CX0
0.456 - CYda

�0.050 - CZ0
�5.400 - -

- - - CYdr
0.103 - - - - -

Table 4
Polynomial coefficients relative to Cl, Cm and Cn.

Cl c0 c1 Cm c0 c1 c2 Cn c0 c1

Clb �0.062 - Cma - 0.205 - Cnb
0.058 �0.085

Clp �0.559 - Cmq �11.302 �0.003 5.289 Cnp �0.057 �0.913

Clr 0.181 0.645 Cmde
�1.019 - - Cnr �0.052 -

Clda
�0.248 0.041 Cm0 �0.315 - - Cnda

0.019 �0.115

Cldr
0.004 - - - - - Cndr

�0.041 -
induces additional forces, moments (if the tether is not placed at
the Center of Gravity (CG) of the aircraft) and weight. An accurate
tether modeling that takes into account, e.g., aeroelastic effects and
tether sag, would significantly increase the overall model
complexity (details in Refs. [14e16]), though, if one models the
tether as a rigid link, then it is possible to obtain a mathematical
formulation that is computationally attractive as shown in
Refs. [10,12,17,18].

Within this work, the tether force expressed in body frame fbt is
the summation of three contributions, i. e.,

fbt ¼ fbtl þ fbtg þ fbta (18)

with fbtl , f
b
tg and fbta the vectors of tension, weight and aerodynamic

forces relative to the tether, respectively. The tension vector fbtl is
first obtained in NED frame and subsequently converted to body
frame as follows

fbtl ¼ Rbnf
n
tl (19)

where fntl is introduced in Section 1.8, whereas fbtg is given by

fbtg ¼ Rbnðbez rtgD lÞ (20)

with l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2N þ p2E þ p2D

q
the tether length, rt its linear density, andbez ¼ ½0;0;1�u.

Finally, the aerodynamic tether force fbta is obtained assuming
the tether velocity as a linear function of both length l and aircraft
speed VT, and for small side slip angles b, fbta can be expressed as

fbta ¼ �Dt

2
4 cosa

0
sina

3
5 (21)

with Dt the equivalent drag force on the aircraft defined as [19e21].

Dt ¼
�
dtCDt

4

�
q l : (22)

Note that such an approximation implicitly neglects crosswind
tether forces and it assumes low wind conditions. As a conse-
quence, the model prediction with the underlying assumption
shown in (21) will predict an underestimation of the tether drag for
high wind conditions [22,23]. Table 5 collects the tether charac-
teristics relative to the case study.
2.7. Ground station modeling

The ground station is basically composed of a winch mechanism
connected to an electric motor as shown in Fig. 4. The mechanical
components can be modeled via the energy variation E, i.e.,

_E ¼ f tl ud rd (23)

with rd the drum radius, and ud the winch rotational speed. Note
that, _E is equivalent to the mechanical instantaneous power Pm.

As already mentioned, during the power generation (reel-out)
Table 5
Physical properties of the tether.

Name Symbol Value Unit

Drag coefficient CDt
1.2 ½ � �

Linear density rt 0.0046 ½kg=m�
Diameter dt 0.002 ½kg�



Fig. 4. The ground station converts the mechanical energy from tether tension into electrical power and feeds it to the grid.
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phase the tether tension is used to rotate the drum so as to generate
electricity. Subsequently, a reset (reel-in) phase is required in order
to wind the tether up to its initial condition. As a consequence, the
working principles of a lift mode AWES is characterized by peri-
odical variations of the tether length that can be modeled as

_l ¼ vl (24a)

_vl ¼ al (24b)

where vl denotes the tether speed and al the corresponding ac-
celeration. Within this work, only the mechanical power Pm is
taken into account since experimental data coming from the flight
tests do not include measurements of electrical power.
Fig. 5. Graphical representation of a rigid wing pumping mode AWES. The ground station i
the wind direction points North.
2.8. Modeling of AWESs via DAEs

In summary, a rigidwingpumpingmodeAWES is characterizedby
a high lift rigid wing autonomous aircraft connected to a winch
located on the ground via a tether. As mentioned in Section 1.6, the
tether isassumedasa rigid linkwithmass anddrag.Asa consequence,
the corresponding tether force fntl in NED frame and tether tension ftl
can simply be defined as a function of a scalar variable l as follows:

fntl ¼ �lpn (25a)

ftl ¼ lkpnk2 ¼ l l: (25b)

If the ground station is located at the origin of a right-handed
Cartesian coordinate system as shown in Fig. 5, then l must be
s located at the origin of a right-handed Cartesian coordinate system. Within this work
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chosen such that the aircraft dynamics evolve in the manifold
described by the consistency condition equal to Ref. [12].

cðpn; lÞ ¼ pnu

pn � l2 ¼ 0: (26)

Therefore, an AWES can be described by a set of ODEs which are
subject to the consistency conditions (26). Additionally, if the
aircraft attitude is described via the time evolution of Rnb as in (4),
then the orthonormality condition XcðRnbÞ (3) must be considered.

Ultimately, the mathematical model of a pumping mode AWES
suitable for optimal control purposes takes into account a set of
ODEs equal to Ref. [10]:

_pn ¼ vn (27a)

m, _vn ¼ Rnb,
�
fbtl þ fbtg þ fbta þ fba þ fbg

�
(27b)

_Rnb ¼ Rnb,U (27c)

J, _ub ¼ mb
a �

�
ub � J,ub

�
(27d)

_d ¼ vd (27e)

_l ¼ vl (27f)

_vl ¼ al (27g)

_E ¼ f tlrd ud (27h)

and a set of algebraic equations which correspond to the following
consistency constrains:

0 ¼ Rnb,R
u
nb � I3 (28a)

0 ¼ pnu

pn � l2 (28b)

with differential states x ¼ ½pn; vn;Rnb;u
b; d; l; vl; E�u2R24, control

inputs, u ¼ ½vda ; vde ; vde ; al�u2R4 and algebraic variable z ¼ l2R.
The model implicitly takes into account the physical character-

istics of each subsystem as well as the aerodynamic properties
described in Section 1.5. Due to the algebraic equations, the system
dynamics are therefore described by a set of DAEs. In Ref. [12], it is
shown that a pumping mode AWES modeled via natural co-
ordinates (as in this case) delivers an index-3 DAE which can be
subsequently converted into an index-1 DAE to allow the imple-
mentation of classical integration methods within an OCP frame-
work (for further details, refer to Ref. [24]).
3. Formulation of an OCP for AWES

In this section, a brief introduction to continuous time OCPs
subject to DAEs is provided. Subsequently, an OCP for maximum
average power output is formulated for the case study. Finally, the
optimal solution is compared and validated against real fight test
experiments.
3.1. Overview of continuous time OCPs

In an DAE setting, a continuous time OCP can be stated as fol-
lows [25].
minimize
xð,Þ;zð,Þ;uð,Þ

ðT
0

LðxðtÞ; zðtÞ;uðtÞÞdtþMðxðTÞ; zðTÞÞ (29a)

subject to Fð _xðtÞ; xðtÞ; zðtÞ;uðtÞÞ ¼ 0; t2½0; T� (29b)

hð _xðtÞ;xðtÞ; zðtÞ;uðtÞÞ � 0; t2½0; T� (29c)

rðxð0Þ; xðTÞÞ ¼ 0 (29d)

with T the observation time, Lð,Þ the integrand (Lagrange) term and
Mð,Þ the terminal (Mayer) cost term. The OCP (29) is subject to a
system described by a set of fully-implicit Differential Algebraic
Equations DAEs (29b), path constraints (29c) which bound the
system dynamics in agreement with, e. g., physical limitations,
whereas the boundary constraints (29d) embrace either fixed initial
values or periodic conditions as well as consistency constraints
associated to the DAE formulation.
3.2. Characterization of cost function

The main goal of an AWES is to maximize the average power
output using an efficient control strategy, while simultaneously
delivering feasible flight trajectories in agreement with the system
characteristics. By definition, the mechanical average power PAV
over a trajectory can be written as

PAV ¼ 1
T

ðT
0

PmðtÞdt (30)

where in this case the instantaneous mechanical power PmðtÞ can
be expressed either using the rotational or translational variables, i.
e.,

PðtÞ ¼ _EðtÞ ¼ f tlðtÞ,vlðtÞ ¼ mtlðtÞ,udðtÞ: (31)

If one assumes that for t ¼ 0 the harvested energy E is equal to 0,
then PAV can expressed as a Mayer cost termwithin the OCP (29) as
follows:

PAV ¼ MðxðTÞ; zðTÞÞ ¼ EðTÞ
T

: (32)

In other words, the mechanical average power can be defined as
a function of the harvested energy evaluated at the final time T.

Beyond the maximization of the system performance, well
designed flight trajectories should preferably avoid aggressive
maneuvers, high accelerations that may provide unacceptable
mechanical stress on the aircraft, tether damage as well as signifi-
cant side forces caused by high side slip angles. For these reasons,
the Lagrange cost term is formulated as follows

LðxðtÞ;uðtÞÞ ¼ uðtÞ2
S�1
u

þ _ubðtÞ2
S�1

u
þ s�1

b b2ðtÞ (33)

with S�1
u 2R4�4, Su�12R3�3 , s�1

b 2R the weighting matrices associ-
ated to the control inputs, aircraft angular accelerations and side
slip angle, respectively. Finally, one also aims to harvest the
maximum amount of energy within the shortest but feasible time
in order to enhance the overall system efficiency. As a consequence,
the cycle duration T is considered as an optimization variable
within the OCP (29).



Table 6
Path constraints.

Name Variable min max unit

angle of attack a �6.0 9.0 ½deg�
angle of side slip b �20.0 20.0 ½deg�
Airspeed VT 13.0 32.0 ½m=s�
Altitude h 100.0 - ½m�
tether tension ftl 50.0 1800.0 ½N�
roll angle f �50.0 50.0 ½deg�
pitch angle q �40.0 40.0 ½deg�
tether length l 10.0 700.0 ½m�
tether speed vl �15.0 20.0 ½m=s�
tether acceleration al �2.3 2.4 ½m=s2�
Aircraft angular velocity ub �50.0 50.0 ½deg=s�
Aileron deflection da �20.0 20.0 ½deg�
elevator deflection de �30.0 30.0 ½deg�
rudder deflection dr �30.0 30.0 ½deg�
servo speed vd �2.0 2.0 ½rad=s�
trajectory time T 20.0 70.0 ½s�
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3.3. Characterization of path constraints

Path constraints hð,Þ (29c) play an important role for obtaining
meaningful flight trajectories. In agreement with both flight en-
velope constraints and physical limitations of the system, path
constrains must be carefully chosen in order to ensure reasonable
prediction capability as well as enforce constraints on states and/or
control inputs. Furthermore, one should also aim to obtain flight
trajectories which allow the aircraft to operate close to some
regime, such that classical industrial controllers can perform well.

For this application, path constraints are chosen in agreement
with the following observations:

� Crosswind flight should be performed with high angles of attack
a, since the lift generated by the aircraft increases as a function
a. However, an upper bound of a is required to prevent stall
phenomenon. Furthermore, the modeled aerodynamic forces
and moments presented in Section 1.5 are valid only for
attached flows, i. e., low angles of attack [26]. Therefore, one
should also bound a in a region where the aerodynamic model
accuracy is acceptable.

� As mentioned in Section 2.2, the side slip angle b must be
limited to avoid additional drag [11]. Note that, high values of b
also involve a non-negligible coupling between the lateral and
longitudinal aircraft motions [13].

� The airspeed VT is bounded in agreement with the flight enve-
lope constraints [22]. It is worth to point out that stall phe-
nomenon may occur at any speed during tethered flights.

� Due to safety issues, the aircraft is constrained to operate above
a minimum altitude hmin [23].

� The tether tension ftl needs to be upper bounded in order to
limit mechanical stress on the aircraft structure and tether
severance. A lower bound is also required to avoid tether sag
effects that mainly arise during the reel-in phase.

� The Euler angles of roll f and pitch q need to be limited for
safety reasons, to avoid possible collisions between tether and
airframe, as well as to simplify the control architecture relative
to the aircraft attitude [27].

� Tether length l is constrained in agreement with its maximum
length.

� Tether speed vl as well as tether acceleration al are bounded in
agreement with the winch characteristics.

� Angular velocity relative to the aircraft ub is constrained ac-
cording to the flight envelope constraints.

� The pumping cycle time T may be bounded, in this case,
analyzing the duration of each loop within real flight tests.

Table 6 collects both upper and lower bounds used within this
work.
3.4. Characterization of boundary constraints

A generic AWES performs periodic cycles, hence, the boundary
constraints rð,Þ (29d) should contain the periodicity condition
xð0Þ ¼ xðTÞ. Additionally, consistency constraints shown in (28)
must be taken into account, too.

It turns out that such combination within an OCP framework
produces a Linear Independence Constraint Qualification (LICQ)
deficiency caused by redundant constraints [28]. In this case, the
orthonormality condition (3) combined with the corresponding
periodicity constraint, i. e.,

XcðRnbð0ÞÞ ¼ Rnbð0Þ,Ru
nbð0Þ � I3 ¼ 0 (34a)
XpðRnbð0Þ;RnbðTÞÞ ¼ Rnbð0Þ � RnbðTÞ ¼ 0 (34b)

deliver LICQ deficiency since nine constraints are enforced (equal to
the matrix elements of Rnb) rather than three (the number of de-
grees of freedom associated to the aircraft attitude).

In order to preserve the LICQ condition, one can enforce
respectively three and six matrix elements for the periodicity and
orthonormality condition, with specific patterns. According to
Refs. [12,17,28], a suitable combination of boundary constraints
relative to (34) is given by

~XcðRnbð0ÞÞ ¼
2
4 � , ,
� � ,
� � �

3
5 ¼ 0 (35a)

~XpðRnbð0Þ;RnbðTÞÞ ¼
2
4 , � �
, , �
, , ,

3
5 ¼ 0 (35b)

where � denotes the only matrix elements subject to constraints.
Equation (35) are augmented with the additional boundary

condition ~xð0Þ � ~xðTÞ ¼ 0 where ~xðtÞ is a subset of the state vector
xðtÞ and equal to

~xðtÞ ¼ �
pnðtÞ vbðtÞ ubðtÞ dðtÞ

�u
: (36)

Finally, in agreement with the Mayer cost term shown in (32),
the energy state E is set equal to zero for t ¼ 0.

3.5. Formulation of an OCP for trajectory optimization

In summary, an OCP tailored for AWES to obtain feasible tra-
jectories which maximize the average mechanical power output
can be stated as follows:

xðÞ; zðÞ;uðÞ; T
minimize ðT

0

�
k uðtÞk2

S�1
u
þ k _ubðtÞk2

S�1
u

þ s�1
b b2ðtÞ

�
dt� EðTÞ

T

(37a)

Fð _xðtÞ; xðtÞ; zðtÞ;uðtÞÞ ¼ 0; t2½0;T� (37b)

hðtÞ � hmin; t2½0; T� (37c)
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amin � aðtÞ � amax; t2½0;T� (37d)

VTmin
� VTðtÞ � VTmax

; t2½0; T� (37e)

ftmin � f tlðtÞ � f tmax ; t2½0; T� (37f)

fmin � fðtÞ � fmax; t2½0; T� (37g)

qmin � qðtÞ � qmax; t2½0; T� (37h)

lmin � lðtÞ � lmax; t2½0; T� (37i)

vlmin
� vlðtÞ � vlmax

; t2½0; T� (37j)
Fig. 6. Comparison in 3D between optimal open-loop trajectory (left) and simulated clos
altitude wðhÞz10m=s. In the open(closed)-loop solution the reel-in phase is denoted with b
The main reel-in phase arises in the right corner (picture view), though, a further reel-in pha
interpretation of the references to colour in this figure legend, the reader is referred to the

Fig. 7. Mechanical power Pm comparison between optimal open-loop trajectory and closed
scale. The tether speed vl and tether tension ftl produce a certain amount of mechanical po
optimal conditions, the expected average mechanical power output PAV is roughly 4:6 kW, w
causes a loss of performance z10% w.r.t. the optimal scenario.
almin
� alðtÞ � almax

; t2½0; T� (37k)

ub
min � ubðtÞ � ub

max; t2½0;T� (37l)

dmin � dðtÞ � dmax; t2½0; T� (37m)

vdmin
� vdðtÞ � vdmax

; t2½0;T� (37n)

~xð0Þ � ~xðTÞ ¼ 0; (37o)

~XpðRnbð0Þ;RnbðTÞÞ ¼ 0; (37p)

cðxð0ÞÞ ¼ 0; _cðxð0ÞÞ ¼ 0; (37q)
ed-loop trajectory (right) used as initial guess with average wind speed at operating
lue(pink) tether, whereas the orange(green) tether corresponds to the reel-out phase.
se occurs in the left corner to prevent loss of airspeed of the airborne component. (For
Web version of this article.)

-loop simulation with corresponding average power output PAV, with normalized time
wer Pm that is subsequently converted to electrical power Pe by the generator. Under
hereas it is expected that the current control system implemented by Ampyx Power B.V.
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~XcðRnbð0ÞÞ ¼ 0; Eð0Þ ¼ 0: (37r)

where (37b) denotes the mathematical model described as an
index-1 DAE. The inequalities from (37c) to (37n) correspond to the
path constraints described in Section 2.3. Boundary constraints are
characterized by the periodicity conditions (37	) and (37p). Finally,
Equation (37q) and (37r) ensure that the system dynamics evolve
within the prescribed manifold.
3.6. Algorithm implementation

Within this work, the OCPs are computed using OPENAWE [29],
an open-source tool for the Matlab/Octave environment. OPENAWE
is implemented using object oriented programming and it contains
a library for modeling components of a typical AWES such as
aircraft, winch, and tether. OPENAWE is built upon an open-source
optimal control library named OPENOCL [30] and based on CASADI

[31].
In short, the continuous-time optimization problem is
Fig. 8. Comparison between optimal open-loop (blue) and closed-loop simulation (orange) u
l, tether speed vl , airspeed VT, angle of attack a, angle of side slip b (dot lines) and tether ten
phase occurs in order to prevent the loss of airspeed of the aircraft. The pumping cycle time i
it regards the angle of side slip b, on the one hand its value is kept close to zero (as required
Ampyx Power B.V. is capable to bound b under realistic atmospheric conditions. (For interpre
version of this article.)
discretized and formulated as a NLP automatically by OPENOCL us-
ing direct collocation techniques [32]. For this application, a Radau
scheme that uses k ¼ 3 collocation points is chosen. The resulting
NLP is subsequently solved by IPOPT [33] with linear solver MA27
[34].

In Ref. [35] it is possible to find a simplified, non-confidential
version of the proposed work based on the case study.
3.7. OCP validation and optimal control strategy

Flight trajectories that are carried out via an optimal control
approach are based on strong assumptions, such as that the
mathematical formulationwhich describes the system dynamics of
the real plant is fully free from model mismatch and parametric
uncertainty. Additionally, one implicitly assumes that the plant
operates in a disturbance-free scenario. Hence, if these assump-
tions were true, the real plant can operate in open-loop, i. e., no
feedback controls are required. However, the mathematical repre-
sentation of an AWES is subject to many uncertainties and it relies
on several model assumptions. Further, the system operates in a
sed as initial guess. From the top it is shown in normalized time scale the tether length
sion ftl . Path constraints are shown in dash dot grey line. In both cases a second reel-in
s Tz50 s and Tz43 s for the optimal and initial trajectory, respectively. Finally, as far as
) along the entire optimal trajectory. On the other hand, the control system designed by
tation of the references to colour in this figure legend, the reader is referred to the Web



G. Licitra et al. / Energy 173 (2019) 569e585 579
gusty environment. As a consequence, the model prediction de-
viates from the actual plant behavior.

In order to deal with such model-plant mismatch issues, it is
common practice to design ad-hoc feedback control systems with
specific margins of robustness. Therefore, in a real environment the
plant operates in closed-loop, though, from classical control theory
it is well know that robust feedback laws involve a degradation of
the overall system performance. Additionally, industrial control
systems are often tuned via heuristic techniques which may lead to
further performance losses.

Ideally, for validation purposes one should compare the OCP
outcome with experimental data sets where the reference input
tracking is a computed optimal flight trajectory. Unfortunately, only
experimental data sets carried out with flight trajectories tuned via
heuristic techniques are available. In this case, one can still validate
the optimal outcomes by initializing the OCP (37) with a simulated
closed-loop solution obtained by the actual FCC. Subsequently, the
system performance can be compared in terms of average power
output. Validation results are then satisfactory if the deviation of
the average power output PAV between the open and closed-loop
trajectory obtained in a simulation environment is roughly equal
to the corresponding deviation obtainedwithin a real environment.

In agreement with the considerations mentioned above, let us
initialize the OCP (37) with initial position pn, translational velocity
vn (both in NED frame) and DCM Rnb obtained via the highly ac-
curate simulator designed by Ampyx Power B.V [5]. The closed-loop
simulation is carried out under realistic atmospheric conditions
and using the actual control system embedded in the FCC.

In Figs. 6e8 the initial guess (closed-loop simulation) is
compared with the corresponding optimal open-loop solution. The
OCP converges to a wider trajectory with a slightly higher elevation
angle compared to the closed-loop simulation retrieved by tracking
a flight trajectory heuristically tuned. As expected, an optimal
control strategy suggests to perform crosswind flights with high
angle of attack a and high airspeed VT. As a result, the lift generated
by the aircraft causes a high tension which is used to unroll the
tether with speed vl. During the reel-in phase, the angle of attack
decreases simultaneously with the airspeed, while the tether ten-
sion drops and the aircraft climbs up to a predefined altitude h.
Fig. 9. Optimal average power output PAV (grey dots) with corresponding interpolation (blue
references to colour in this figure legend, the reader is referred to the Web version of this
Simultaneously, the winch rolls up the tether with low tension
(hence low power consumption) and maximum tether speed. Note
that a further reel-in phase occurs in both cases at the left corner
(Fig. 6 picture view). After the power production phase, the aircraft
must regain altitude, but the kinetic energy is not sufficient to
restore the desired altitude, due to dissipative effects coming from
aerodynamic drag of both tether and aircraft. As a consequence,
during the climbing phase the aircraft slows down and the winch is
prone to perform an additional reel-in phase to prevent loss of
airspeed of the aircraft, and eventually to avoid slack phenomena in
the tether. Such behavior has also been experienced within real
crosswind flight tests as described in Ref. [27].

In an optimal scenario the expected average power output PAV is
roughly 4:6 kW, whereas in a sub-optimal scenario characterized
by a cascade control architecture described in Ref. [27], with
reference input tracking a flight trajectory tuned with heuristic
techniques, the performance is reduced byz10 % w.r.t. the optimal
scenario. Such loss of performance might be attributed primarily to
the tracker controllers relative to the tether tension and the angle of
attack.

The tension controller is based on an indirect control of the
tether tension by means of the winch speed, and results shown in
Fig. 8 suggest there might be margin of improvement in terms of
system efficiency by either performing a better tuning of the con-
trol gains, or by directly changing the control input used to track the
tether tension.

As far as it regards the angle of attack, it turns out that the
designing of a controller which is able to keep the angle of attack
constant during crosswind flights is rather difficult. As a result, the
lift generated during the power generation phase is not uniform
and with a minor magnitude w.r.t. the optimal scenario.

Once the gap between the optimal open-loop trajectory and the
closed-loop simulation performed with the actual set-up is known,
the optimal solution is measured against real crosswind flights. For
the purpose of validation, the mechanical average power output
PAV is taken into account. The experimental data set is retrieved
from Ref. [27] and they are shown in Fig. 9 compared to optimal
values obtained via the OCP (37).

For this application, results show that the actual system
line) compared against an experimental data set (black dots). (For interpretation of the
article.)



Fig. 11. Optimal solution relative to tether length l, tether speed vl , airspeed VT, angle of attack a, angle of side slip b and tether tension ftl for a circular flight trajectory. Path
constraints are shown in dash dot grey line.

Fig. 10. Average power outputs comparison with normalized time between lemniscate and circular trajectory.
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Fig. 12. Optimal trajectory for a rigid wing pumping mode AWES in 3D (circular pattern). The blue tether corresponds to the reel-in (power consumption) phase, while the orange
tether denotes the reel-out (power production) phase. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Fig. 13. Layout of conventional wind farms [38]. The variable lB denotes the blade
length.
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performance is reduced by roughly 15 % w.r.t. to the predicted
optimal behavior, where z10 % are associated to the controllers
performance, whereas the remaining 5 % are caused by communi-
cation latencies between the aircraft and the ground station as
pointed out in Ref. [27], and turbulence. Further, various model-
plant mismatches act on the overall system performance, e. g.,
due to the simplification of the wind shear, inaccuracy in the
aerodynamic properties as well as tether dynamics approximation
with corresponding drag assumed within this work.

4. System performance analysis

In this section, several scenarios are analyzed in terms of tra-
jectory shape, control strategy, average power output, and for
different wind condition. Finally, the power curve of the case study
is carried out together with its harvesting factor.

4.1. Lemniscate versus circular optimal trajectory

In the AWE field, two common trajectory typologies are
considered: lemniscate and circular trajectory. On the one hand, a
circular trajectory is often preferred in practice for its simplicity,
though, the winch must be equipped with a swivel mechanism in
order to avoid tether winding issues. On the other hand, a
lemniscate trajectory avoids swivel mechanisms, though, the
aircraft might be subject to high angular accelerations [36].

Since a common goal for an AWES is the maximization of the
average power output PAV, one can assess which flight trajectory
delivers the highest PAV under equal boundary conditions. For this
purpose, we solve the OCP in (37) using a circular trajectory as
initial guess, and compare it with respect to the optimal lemniscate
trajectory obtained in Section 2.7. Note that, in this case an homo-
topy strategy was used to compute a feasible initial guess [36].

The obtained optimal circular trajectory for the case study is
depicted in Fig. 12. Despite the difference in terms of topology, both
trajectories exhibit the same control strategy that is described in
Section 2.7. Furthermore, in both cases the average power output
PAV is close to 4:5 kW, as shown in Fig. 10. Therefore, under the
assumption of equal boundary conditions, a rigid wing pumping
mode AWES harvests the same amount of energy over the time T
regardless of the topology of the flight trajectory, in other words,
PAV is not sensitive to the trajectory topology (see Fig. 11).

Nevertheless, AWES need to be arranged inwind farms, i. e. a set
of AWES installed at the same location with a specific layout, in
order to generate a noticeable amount of energy. As shown in
Fig. 13, for conventional wind farms it is common practice to
introduce spacing betweenwind turbines equal to 14 lB in thewind
prevalent direction and 8 lB in the transverse direction with lB the
blade length, so that the wake effects are minimized [37].

A standardized layout for AWE farms is object of ongoing
research, though, it is expected that wake losses are quite limited in
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comparison to conventional wind turbines. As a consequence, the
spacing between AWES can be significantly reduced so that the
surface power density (MW=km2) is enhanced. Additionally, one
can compare the flight trajectories previously obtained to assess
which topology may require less surface. It turns out that despite
both trajectories theoretically produce the same amount of power,
the circular trajectory is less wide than the lemniscate trajectory
(see Fig. 14). As a consequence, in an AWE farm, circular trajectories
can deliver a higher surface power density compared to lemniscate
trajectories.

Exemplary, let us consider the layout proposed in Ref. [39] with
a facility density of 1:2=l2max where lmax is the maximum tether
length. The layout implicitly assumes that the aircraft trajectories
do not interfere each other with additional safety margin. Results
show that for this specific set-up, circular trajectories can reduce up
to z40 % of area required compared to lemniscate trajectories, see
Fig. 15.
4.2. Power curve and flight trajectories for different wind speeds

Reliable tools capable of computing performance analyses of an
AWES prior to real experiments are crucial for viability assessments
for scaling-up purposes. Similarly to conventional wind turbines,
AWES performance can be evaluated by analyzing their corre-
sponding power curves, i. e., the net power produced along a range
of wind speeds. However, in contrast to other wind energy con-
version systems, the net electrical power output of an pumping
mode AWES refers to the average power that the system can
generate over the whole pumping cycle under optimal conditions
[40].

In principle, power curves can be very costly to compute for a
given AWES, since numerous variables need to be taken into ac-
count simultaneously, e. g.,

� maximum sustainable tension within the reel-out (power pro-
duction) phase;

� power consumption during the reel-in phase;
� duration of reel-in and reel-out phase per loop;
� aerodynamic characteristics such as lift and drag curve of the
airborne component;
Fig. 14. Size comparison between lemniscate and circ
� elevation angle and tether length.

Within an optimization framework, the power curve can be
systematically obtained by solving a sequence of OCPs (37) for a
range of wind speeds. The OCPs take into account equal wind shear,
though, with different wind speed magnitudes that are varied by
the wind speed measured at the anemometer height wha

(see (1)).
Once the first OCP is solved, the subsequent OCP can be initialized
with the previous solution and for a different value of wha

.
In Fig. 16, an example of trajectories associated to the cases of

low, medium and high wind conditions is shown. During low wind
conditions, the plant operates with a high elevation angle, whereas
the aircraft flies close to the winch so as to reduce the drag asso-
ciated to the tether. By increasing the wind speed, the elevation
angle decreases and the aircraft performs crosswind flights
adopting a control strategy described in Section 2.7. With a further
increment of the wind speed, the plant is prone to operate newly
with a high elevation angle, though far from the winch in order to
limit the tension in the tether, whereas the trajectory size increases,
as well as the reel-in phase.

Fig. 17 shows the power curve relative to the case study, eval-
uated within a range ofwha

from 0 m=s to 20 m=s with a step size of
1 m=s and interpolated subsequently. Note that the x-axis corre-
sponds to the average wind speed at operating altitude wAV. The
power curve is divided into four parts. Between zero and the cut-in
wind speed, wðhÞz4 m=s, the aircraft is kept aloft using optimal
holding patterns via a reversed pumping strategy [22]. In this case,
the net power output produced along the flight trajectory is
negative due to low wind conditions. From the cut-in wind speed
onwards, power production reaches its maximum value of z9 kW
for wðhÞz22 m=s. In the third part, system performance slightly
decreases due to a higher investment in terms of both time and
energy required during the reel-in phase. Beyond the cut-out speed
wðhÞz25 m=s, it is assumed that the plant does not operate for
safety reasons, hence, no power is produced.

The system performance is further assessed by means of the
Power Harvesting Factor x, which is defined for a specific average
wind speed wAVðhÞ at operating altitude h as
ular trajectory under equal boundary conditions.



Fig. 15. AWE farm layout with facility density of 1:2=lmax
2 for a given wind direction proposed in Ref. [39]. The variable lmax denotes the maximum tether.

Fig. 16. Example of trajectories associated to the cases of low, medium and high wind conditions. The grey arrows denote the wind direction.
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Fig. 17. System performance expressed in power curve. In the y-axis, optimal average mechanical power PAV (blue dot line), theoretical power produced by a wing of area A (orange
line), and power harvesting factor x (dash-dot red line) versus average wind speed at operating altitude wðhÞ (x-axis). (For interpretation of the references to colour in this figure
legend, the reader is referred to the Web version of this article.)
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x ¼ PAV
PS

(38)

where PS denotes the wind power that flows through the cross
sectional area of size equal to the aircraft wing area S, i. e.,

PS ¼ 1
2
r S w3

AVðhÞ: (39)

Nowadays, conventional wind turbines have a Power Harvesting
Factor of approximately 5.5 [41]. For the case study, the maximum
Power Harvesting Factor xmax is z3:5 and it occurs at
wAVðhÞz6:5 m=s, as also depicted in Fig. 16. Such a low value is not
surprising since the plant considered within this work is used as a
case-study for testing and verification purposes only.
5. Conclusions

This work presented an optimal control-based performance
assessment of a rigid wing pumping mode AWES. Through solution
of a tailored OCP, wherein the AWES is represented by an index-1
DAE, flight trajectories for varying operation conditions and tra-
jectory topologies have been obtained. For formulation and solu-
tion of the OCP, the open-source toolbox OPENAWE has been used, of
which a non-confidential version has been released [29].

The system characteristics as well as the path constraints were
defined in agreement with an existing AWES, which is the 2nd
prototype of Ampyx Power B.V [5]. For validation of the results
obtained by the OCP, the results have been compared to a set of
experimental data in terms of mechanical average power output
and the discrepancy between the optimal open-loop solution of the
OCP and a simulated closed-loop solution carried out using the
actual FCC designed by Ampyx Power B.V. has been quantified. It
turns out that non-optimal flight trajectories combined with a
cascade control architecture characterized by well tuned industrial
controllers can achieve performances close to the optimal scenario.
For this specific application the performance losses were z 10%
(under the assumption of no communication latencies) caused by a
non optimal tracking of both tether tension and angle of attack.
Afterwards, a comparison of using a lemniscate trajectory and a
circular trajectory for operation of an AWES under equal boundary
conditions has been carried out. The comparison shows that the
amount of power per loop produced by the AWES is equal for both
trajectories and that the performance of the AWES therefore is in-
dependent of the chosen trajectory topology. However, due to a
smaller width of the flight pattern, use of circular trajectories might
possibly deliver a higher surface power density compared to
lemniscate trajectories, which is especially interesting for design
and operation of AWES wind farms.

Finally, a sequence of OCPs has been solved for a range of wind
speeds to obtain the power curve and harvesting factor for the
AWES utilized within this case study and the corresponding
optimal flight trajectories. It shows that in lowwind conditions, the
optimization tool suggests to perform holding patterns with min-
imum allowable altitude and close to the ground station to mini-
mize the tether drag and consequently the power losses. For high
wind speeds on the other hand, it is advisable to increase both
tether length and elevation angle to limit the tension on the
airframe during the power generation phase.

Future works

Future works will aim toward the performance assessment of a
rigid wing pumping mode AWES for different set of physical
characteristics such as mass, inertia and aerodynamic properties.
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