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Abstract

Airborne Wind Energy (AWE) refers to systems capable of harvesting energy
from the wind by flying crosswind patterns with tethered airfoils. This thesis
focuses on a specific technology called pumping mode AWE. We consider as a
case study the real plant developed by the Dutch company Ampyx Power B.V.,
where the airborne component is a high lift rigid wing autonomous aircraft
designed for an extremely challenging operational environment.
The techniques developed within this manuscript rely on mathematical models
described in state-space representation. As a consequence, the first part of the
manuscript introduces a suitable mathematical representation of the case study
for identification and optimization purposes.
Normally, the system identification procedure of aircraft deployed for AWE
is ultimately addressed via an intensive flight test campaign in order to gain
additional insight about the aerodynamic properties. For that purpose, we
provide a comprehensive guideline on how to reliably identify the aerodynamic
models via flight tests. More precisely, we focus on the flight test operations
procedure, signal input design and parameter estimation algorithm. Additionally,
we show how to optimize system identification flight tests by solving a time
domain model-based optimum experimental design problem.
In an AWE system, the airfoil is required to fly in cyclic patterns to maximize
net power produced per cycle. Due to the numerous variables that need to be
taken into account simultaneously, the computation of efficient and feasible
flight trajectories is not trivial. We show how to systematically obtain such flight
trajectories via an optimal control approach. Several scenarios are analyzed
in terms of control strategy, average power output, and trajectory topology.
Finally, we show how many tasks relative to the scaling up of such systems can
be significantly facilitated by means of the optimization algorithm developed
within this work.
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Zusammenfassung

In dieser Doktorarbeit werden Flugwindkraftwerke zur Nutzung von Höhen-
windenergie untersucht. Als Flugwindkraftwerke werden Systeme bezeichnet,
welche aus einem seilgebundenen Flügel bestehen und Höhenwindenergie ernten,
indem sie auf Flugbahnen quer zum Wind geflogen werden. Als Fallstudie
ziehen wir eine existierende Anlage heran, die von der niederländischen Firma
Ampyx Power B.V. entwickelt wird. Deren fliegende Komponente ist ein
autonom fliegendes Flugzeug mit starren Flügeln und hohem Auftrieb, welches
für anspruchsvolle Betriebsumgebungen gefertigt wurde. Zur Modellierung
der Flugwindkraftwerkes werden in dieser Doktorarbeit mathematische Zus-
tandsraummodelle eingeführt, welche sich zur Systemidentifikation und zur
Optimierung der Flughbahnen dieser Systeme eignen.
Für die Systemidentifikation von Flugwindkraftwerken wird üblicherweise eine
Reihe von Flugtests benötigt, um Informationen über die aerodynamischen
Eigenschaften des Flügels zu erhalten. Zu diesem Zweck beschreiben wir eine
umfassende Methode, wie aerodynamische Modelle mit Flugtests zuverlässig
identifiziert werden können. Insbesondere konzentrieren wir uns auf den Ablauf
der Flugtests, den Entwurf von Eingangssignalen und den Algorithmus zur
Bestimmung von Parametern. Darüber hinaus zeigen wir, wie Flugtests zur
Systemidentifikation durch Lösung eines modellbasierten Optimierungsproblems
entworfen werden können.
In einem Flugwindkraftwerk muss der Flügel zyklische Bahnen fliegen, um
die Energieproduktion pro Zyklus zu maximieren. Da eine Vielzahl von
Parametern gleichzeitig betrachtet werden müssen, ist die Berechnung von
effizienten und umsetzbaren Flugbahnen nicht trivial. Wir zeigen daher, wie
derartige Flugbahnen über den Ansatz eines optimalen steuerung systematisch
erzeugt werden können. Mehrere Szenarien hinsichtlich Regelungs-Ansätzen,
durchschnittlicher Leistungsabgabe und Topologie der Flugbahn werden
untersucht. Schließlich zeigen wir, dass viele Aufgaben, die mit der Skalierung
solcher Systeme verbunden sind, durch die in dieser Arbeit entwickelten
optimierungsmethoden vereinfacht werden können.
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Chapter 1

Introduction

In a world of continuing industrialization the demand for energy grows constantly.
Nowadays, nearly the 80% of the global energy demand is covered by fossil
sources, such as oil, coal and natural gas [16], which lead to severe climate
changes and environmental disasters. In order to reverse this trend, numerous
governments all around the globe have provided massive subsidies for the
installation of renewable energy systems. However, alternative technologies
(hydro-power, solar, wind, biomass, geothermal) are normally less economically
viable than fossil fuel technologies due to the high investment costs, nonuniform
availability and low generated power density per unit area [38]. Nevertheless, if
it was possible to exploit only 20% of the global land sites with average wind
speed greater than 6.9 m/s at 80 m above the ground, the entire world’s energy
demand could be satisfied using exclusively wind sources [12]. In this chapter
we introduce new technologies that could possibly unlock the abundant wind
resource available at high altitude, and simultaneously reduce the installation
costs, using tethered aircraft. In particular, we focus on a specific system
designed by the Dutch company Ampyx Power B.V. [3] and known as an
Airborne Wind Energy (AWE) pumping system.
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2 INTRODUCTION

1.1 Introduction to AWES

Wind speed increases significantly with altitude. On a typical onshore site,
available wind energy at 500 meters altitude is two to three times the
available wind energy at 100 meters altitude [11]. Conventional wind turbine
manufacturers are constantly increasing the size of their systems in order to
reach altitudes where the wind sources are abundant. However, such scaling up
procedure leads to significant increments in terms of material for both tower
structure and foundations, and costs relative to transportation, installation and
maintenance. Additionally, it is not possible to arbitrarily increase the size of
conventional wind turbines due to physical constraints.
As an alternative, the novel AWE technology promises to efficiently capture
the wind resources at higher altitudes by replacing the tips of the blades of a
wind turbine with a tethered airborne airfoil, e. g., a soft kite or a rigid wing as
depicted in Figure 1.1.

Figure 1.1: Basic principle of an AWES. An Airborne Wind Energy System
(AWES) can potentially reach higher altitudes where the wind resources are
abundant with less material compared to conventional wind turbines.

The key idea is based on the possibility to harvest energy from the wind by
flying crosswind patterns with such tethered airfoils. As a consequence, an
AWES is characterized by a high power-to-mass ratio, high capacity factors and
significantly lower installation costs compared with conventional wind turbines,
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up to a level that could render these systems even more economically viable
than fossil fuels [34, 39].
Despite the fact that the idea of using tethered aircraft for wind power generation
appeared for the first time in the late 1970s by Miles Loyd [75], it is only
in the last decade that academia and industry made substantial progress in
turning the idea into a practical implementation. The postponement of AWE
technology is mainly due to the significant complexities in terms of control [95],
modeling [47, 65], identification [73, 69], materials [40], mechanics and power
electronics [28]. Furthermore, AWES need to fulfill a high level of reliability
while simultaneously operating close to optimality. Such requirements have
brought many developers to the use of rigid wing autonomous aircraft as airborne
component [3, 2, 8, 5, 4].
A wide variety of concepts in the field of AWE can be found in the literature
[34], although according to [75] two main branches can be distinguished. Drag
mode AWES generate power using on-board turbines, transmitting power to
the ground via a conductive tether. A drag mode AWES is being developed by
Makani Power [2].
Lift mode or Pumping mode AWES produce power by performing periodical
variation of tether length and tether tension. More precisely, in pumping
systems a production phase follows a retraction phase periodically. During
the production phase, the airfoil exerts a high tension on the tether which is
anchored to a ground station composed of a winch and an electric generator.
The mechanical power is fed to the electric grid after electrical conversion. Due
to finite tether length, a retraction phase is required where the tether is wound
up by changing the flight pattern and pulling the tether using the winch. In
this phase less lifting force is generated so that significantly less energy needs
to be invested in comparison to what has been gained during the production
phase. An artist’s rendering of the two main phases of a pumping mode AWES
is shown in Figure 1.2.
A pumping mode AWES is being developed by the Dutch company Ampyx
Power B.V. [3], but also by other companies such as KPS [6], Twingtec [8],
Kitemill [5] and e-kite [4].
The presented work is entirely based on the pumping mode AWES designed
by Ampyx Power B.V. [3]. The case study relies on the 2nd prototype high lift,
rigid wing autonomous aircraft shown in Figure 1.3. The aircraft is a single
wing, single fuselage with mass ≈ 36 kg, wing area equal to 3 m2 and it can
perform autonomous flights, as well as launching and landing procedures. Note
that the prototype taken into account within this work is deployed for testing
and verification purposes only, though the results obtained will be used as a
guideline for the next prototype shown in Figure 1.4 and Figure 1.5.
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Figure 1.2: Working principles of a lift mode AWES with a production (left) and
consumption (right) phase. A lift mode AWES produces power by performing
periodical variation of both length and tether tension. Power generation occurs
during the so called reel-out phase, where the tether tension is used to rotate a
drum, driving an electric generator located on the ground. A reel-in phase is
required due to finite tether length. By changing the flight pattern in such a way
that less lifting force is produced, the tether can be wound up with a significant
lower energy investment than what was gained in the power production phase.

Figure 1.3: The 2nd prototype high lift, rigid wing autonomous aircraft designed
by Ampyx Power B.V. [3].
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Figure 1.4: The 3rd prototype high lift, rigid wing autonomous aircraft designed
by Ampyx Power B.V [3] (side view).

Figure 1.5: The 3rd prototype high lift, rigid wing autonomous aircraft designed
by Ampyx Power B.V [3] (top view).
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1.2 Contributions of outline of this thesis

The manuscript is organized in three main chapters as follows:

• Chapter 2 introduces a mathematical formulation of a rigid wing
pumping mode AWES suitable for system identification, optimization
and control system design. First, an introduction of the reference frames,
wind profile and aircraft characteristics are provided. Subsequently, each
system component is modeled separately via Newtonian mechanics. The
aircraft aerodynamic properties as well as tether dynamics are described
together with a discussion of the underlying model assumptions and
neglected dynamics. The nomenclature introduced is commonly used in
the aerospace field.

• Chapter 3 provides a comprehensive and self-contained guideline on
aerodynamic model identification through flight tests for rigid wing,
high lift, autonomous aircraft. More precisely, we focus on the flight
test operations procedure, signal input design and parameter estimation
algorithm. Additionally, we show how to optimize system identification
flight tests by solving a time domain model-based optimum experimental
design problem in order to maximize the information content of the
experimental data and simultaneously enforcing safety constraints.

• Chapter 4 presents an Optimal Control Problem (OCP) tailored to assess
the system performance of a rigid wing Airborne Wind Energy (AWE)
pumping system prior to manufacturing and flight tests. The proposed
method is validated against experimental data. Within such analysis, it is
shown that a non-optimized closed-loop flight control system can generate
power to within 10% of the open-loop optimal flight trajectories. We also
show that the system efficiency does not depend on the trajectory topology,
though a significant change in terms of trajectory shape is observed for
different wind speeds as a result of trajectory constraints. Additionally,
we assess whether it is worthwhile to continue flying during low wind
conditions using holding patterns compared to difficult launch and landing
procedures. Finally, we demonstrate how many decision tasks related to
the scaling up of an AWES can be significantly facilitated by means of
the optimization methods developed within this work.
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Chapter 2

Modeling of a Rigid Wing
AWES

Model building is an iterative, time consuming but fundamental process for
an Airborne Wind Energy System (AWES). Mathematical models based on
physical laws often have to undergo considerable refinement in order to fit the
data coming from, e. g., wind tunnel tests or real flight experiments. In the
vast majority of cases, one aims to obtain a mathematical representation of the
plant reasonably accurate for a given target and with known limitations such
as parameter uncertainties and neglected dynamics. These inaccuracies may
occur for instance because some parameter is not easily identifiable or because
some dynamics would deliver a mathematical model that is computationally
intractable. Within the AWE domain, reliable mathematical models are crucial
to perform, e. g., model simulation, performance and sensitivity analysis.
This chapter introduces a mathematical formulation of a rigid wing AWE
pumping system tailored to system identification and Optimal Control Problems
(OCPs). The proposed model can also be used for control system design
purposes.

Outline

The chapter is organized as follows. First, in Section 2.1 the wind shear
is described analytically by a standard power law. Within Section 2.2, the
reference frames, aircraft attitude and physical characteristics of the case study
are briefly introduced, and each system component is modeled separately via
Newtonian mechanics. In Section 2.3 the tether is modeled as a rigid link and

9
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with an approximation of its aerodynamic characteristics. Section 2.4 describes
the mechanical dynamics relative to the ground station. Finally, the overall
mathematical model of a rigid wing pumping mode AWES is formulated as
a set of Differential Algebraic Equation (DAEs) in Section 2.5. Within this
Section, both the index reduction procedure and the Baumgarte stabilization
are described and implemented for the case study.

2.1 Wind profile modeling

For trajectory optimization of AWES via OCPs, the wind field is normally
modeled via a vertical profile of wind speed with no stochastic phenomena such
as turbulence fluctuations and low level jets [54]. One of the most common
wind profile models approximates the wind speed w as a function of the altitude
h by a power law as follows

w (h) = wha

(
h

ha

)cf

(2.1)

with ha the anemometer height at which the wind speed wha is measured, where
cf denotes the power law exponent that accounts for the effects of obstacles
protruding from the earth’s surface. High obstacles involve high values of cf
and vice-versa. Typical values of cf are listed in Table A.1, though one may also
obtain wind shear characteristics from experimental data for a specific location.
For the presented case study, a coefficient of cf = 0.15 is chosen [3]. It is relevant
to point out that a wind profile modeled as in (2.1) implicitly assumes neutral
conditions, i. e., no heat flux occurs from the earth’s surface. Furthermore,
neutral conditions correspond also to overcast conditions with high wind speeds.
For more details about the physics and theory related to the wind profiles refer
to [11, 68, 81].

2.2 Tethered aircraft modeling

2.2.1 Reference frames and aircraft attitude

In order to describe any motion or position, one needs one or more reference
frames. For an AWES composed by a rigid wing aircraft, it is convenient
to adopt reference frame conventions commonly used in the aerospace field.
Under the assumption of a flat earth, let us define a non inertial, right handed
orthogonal axis system, where the x and y axis point to the northern and
eastern axis, respectively, while the z-axis points downward, toward the Earth’s
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surface. Such frame is known as North-East-Down (NED) frame n where pn =
[pN, pE, pD]> denotes the NED Coordinates relative to the aircraft motion with
vn = [vN, vE, vD]> the corresponding velocity vector. Likewise, let us consider
a body reference frame b where ex, ey, ez denote the aircraft longitudinal,
transversal and vertical axis. Figure 2.1 visualizes the reference frames above
introduced.

Figure 2.1: Representation of Body and NED Frame.

The need for multiple reference frames arises from the consideration that the
definition of a vector might be more meaningful for one frame rather than
another one. Any vector can be converted into a specific frame by means
of Direction Cosine Matrices (DCMs), known also as rotation matrices. For
instance, if one needs to express vn in body frame, then such transformation is
given by

vb = Rbn · vn (2.2)

with vb = [u, v, w]> the aircraft body velocity and Rbn ∈ R3×3 the DCM from
NED to body frame.
By definition, the inverse transformation of Rbn, i. e., Rnb (from body to NED
frame) is simply given by

Rnb = Rbn
−1 = Rbn

> (2.3)
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where the orthonormality condition Ξc (Rnb) given as

Ξc (Rnb) = Rnb ·Rnb
> − I3 (2.4)

must always be equal to zero . In flight dynamics, one can define the time
evolution of Rnb as [91, 47]

Ṙnb = Rnb ·Ω (2.5)

where Ω denotes the skew-symmetric matrix of the aircraft angular body rates
ωb = [p, q, r]> and defined as

Ω =

 0 −r q
r 0 −p
−q p 0

 . (2.6)

Note that Rnb embeds the unit vectors which describe the aircraft attitude,
i. e.,

Rnb = [ex ey ez] . (2.7)

Similarly, one can define the rate of change of pn in straightforward way as

ṗn = vn = Rnb · vb. (2.8)

One has to point out that a DCM formulation is not always convenient, especially
for visualization purposes. In this case, it is standard practice to describe the
aircraft attitude by a right-handed Euler rotation sequence. More precisely,
starting from the NED frame, one can compute the following three rotations:

• right handed rotation w.r.t. the z-axis, i. e., positive yaw ψ;

• right handed rotation w.r.t. the y-axis, i. e., positive pitch θ;

• right handed rotation w.r.t. the x-axis, i. e., positive roll φ.

As a result, Rnb can also be expressed via Euler angles. In the aerospace field
it is practice to use the so called yaw-pitch-roll sequence which results in the
subsequent matrix:

Rnb =

cθ cψ −cφ sψ + sφ sθ cψ sφ sψ + cφ sθ cψ
cθ sψ cφ cψ + sφ sθ sψ −sφ cψ + cφ sθ sψ
−sθ sφ cθ cφ cθ

 . (2.9)

where c(·) and s(·) are the abbreviations of cos(·) and sin(·), respectively. In
(2.9), one can observe that from the computed DCM shown in (2.5), it is possible
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to extract the Euler angles using the ij entries of Rnb by

φ = arctan (r32, r33) φ ∈ (−π, π] (2.10a)

θ = − arcsin (−r31) θ ∈ (−π/2, π/2) (2.10b)

ψ = arctan (r21, r11) ψ ∈ (−π, π], (2.10c)

and as a result the aircraft attitude can be eventually bounded within an OCP
framework via the Euler angles.
Finally, one can relate the Euler angle rates to the aircraft’s body angular
velocity as follows:φ̇θ̇

ψ̇

 =

1 sinφ tan θ cosφ tan θ
0 cosφ − sinφ
0 sinφ/ cos θ cosφ/ cos θ

pq
r

 . (2.11)

These equations are known as Euler kinematical equations that are usually
represented in compact form:

Φ̇ = H (Φ) · ωb. (2.12)

Note that (2.11) has singularities at θ = ±π/2. Nevertheless, the Euler
kinematical equations are widely used in the aerospace field for system
identification purposes, stability analysis, simulations as well as control system
design.

2.2.2 Airframe and physical characteristics

The presented AWES deploys as airborne component a high lift, rigid wing,
single fuselage, autonomous aircraft. The airframe is equipped with aileron δa,
elevator δe and rudder δr, entirely actuated via electric servos. The aircraft is
also equipped with flaps and a propulsion system, though they are not exploited
during crosswind flights.
The airframe geometry, i. e., wing span b, aerodynamic chord c̄, wing area S,
aspect ratio AR are collected in Table A.2 as well as the mass m and moments
of inertia Ji with i = x, y, z, xz relative to the body axes. Due to symmetry
along the longitudinal axis, the aircraft yields a specially structured inertia
matrix J equal to

J =

 Jx 0 −Jxz
0 Jy 0
−Jxz 0 Jz

 . (2.13)

Figure 2.2 graphically summarizes the airframe introduced above.
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Figure 2.2: Airframe of the case study.

2.2.3 Rigid body equations

The mathematical model of a high lift rigid wing tethered aircraft can be
obtained using the six degree of freedom Equations of Motion (EOM) as for
modeling a conventional aircraft, i. e.,

m · v̇b = fb
t + fb

a + fb
g −m (ωb × vb) (2.14a)

J · ω̇b = mb
a − (ωb × J · ωb) (2.14b)

where (2.14a) is the translational acceleration and (2.14b) the angular
momentum, both expressed in body frame. Assuming the airframe as a rigid
body, the aircraft is subject to forces coming from the tether fb

t = [Xt,Yt,Zt]>,
aerodynamic characteristics fb

a = [X,Y,Z]> and gravity fb
g . Normally, the tether

attachment point is located close to the aircraft center of gravity, hence, one can
neglect the moments caused by the tether and consider only the aerodynamic
contribution mb

a = [l,m,n]>. The gravitational force defined in body frame is
simply equal to

fb
g = Rbn

 0
0

gD

 = mgD

 − sin θ
cos θ sinφ
cos θ cosφ

 . (2.15)
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with gD ≈ 9.81 m/s2. As far as it regards the aerodynamic characteristics(
fb
a ,mb

a
)
, they are generated by the aircraft relative motion with respect to the

airmass, i. e.,
vb

r = vb −Rbnvn
w =

[
vb

rx
, vb

ry
, vb

rz

]>
(2.16)

with vb
r the relative velocity expressed in body frame and vn

w the local wind
velocity vector defined in NED frame. Throughout this work, the wind direction
points North, i. e.,

vn
w = [w(h), 0, 0]> (2.17)

with w(h) shown in (2.1). Additionally, aerodynamic properties depend on the
orientation of the aircraft w.r.t. the airflow. Such effect is modeled via the so
called aerodynamic states which are given by [99]

VT =
∥∥vb

r
∥∥

2 (2.18a)

β = arcsin
(

vb
ry
, VT

)
(2.18b)

α = arctan
(
vb

rz
, vb

rx

)
. (2.18c)

with VT the true airspeed, β the angle of side-slip and α the angle of attack.
The nomenclature introduced above is summarized in Figure 2.3.
One can also define the translational acceleration (2.14a) in NED frame simply
by

m · v̇n = Rnb ·
(
fb
t + fb

a + fb
g
)

(2.19)

Finally, for optimal control purposes it is convenient take into account the servo
speed which mathematically read as

δ̇ = vδ (2.20)

with δ = [δa, δe, δr]> the control surface deflections and vδ = [vδa , vδe , vδr ]
> the

corresponding actuator speed vector.



16 MODELING OF A RIGID WING AWES

Figure 2.3: Definition of body, stability and wind axes, body angular rates ωb

and velocity vb, Euler angles (φ, θ, ψ), aerodynamic states (VT, β, α), forces
(X,Y,Z) and moments (l,m,n) of an aircraft.

2.2.4 Aerodynamic forces and moments

In the aerospace field, it is common practice to define the aerodynamic properties(
fb
a ,mb

a
)
in the body frame and normalize them with respect to the dynamic

pressure q̄ = 1
2ρV

2
T with ρ ≈ 1.225 kg/m3 the free-stream mass density, and a

characteristic area of the aircraft body as follows

X = q̄S CX : Axial Force (2.21a)

Y = q̄S CY : Side Force (2.21b)

Z = q̄S CZ : Vertical Force (2.21c)

l = q̄Sb Cl : Rolling Moment (2.21d)

m = q̄Sc̄ Cm : Pitching Moment (2.21e)

n = q̄Sb Cn : Yawing Moment (2.21f)
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where CX,CY,CZ and Cl,Cm,Cn are the non-dimensional body-axes aerody-
namic force and moment coefficients, respectively. In the most general case,
these coefficients have multiple dependencies that are related to:

• flow characteristics given by the Mach number M and Reynolds number
Re [99];

• time history t of the aircraft states [91];

• aerodynamic angles (β, α) and their rates of change
(
β̇, α̇

)
[45];

• body angular rates (p, q, r) [99];

• control surface deflections δ, which in this case are aileron δa, elevator δe
and rudder δe [99];

• changes in center of mass position xCM e.g. due to fuel consumption [26];

• aeroelastic effects which are modeled as a function of the altitude h,
dynamic pressure q̄, Mach number M and load factor Lf [26];

• the air-vehicle configuration conf, which may include asymmetric stores,
landing gear (up/down position), engine/propulsion power [26], etc.

As a consequence, the general functional form of the non dimensional
aerodynamic force and moment coefficients can be represented as

Ci = Ci
(
M,Re, α, β, β̇, α̇, ω

b, δj , xCM, h,Lf , conf, t
)

(2.22a)

i = X,Y,Z, l,m,n , j = a, e, r , t ∈ (− inf, τ ]. (2.22b)
However, for this application most of the dependencies can be neglected, since
the aircraft operates in subsonic flight [91], no fuel consumption occurs and
the air-vehicle configuration is fixed during power generation. Therefore, a
reasonable trade-off between complexity and modeling accuracy is given by
approximating the aerodynamic coefficients (2.22) by linear terms in their Taylor
series expansion as follows

CX = CXαα+ CXq q̂ + CXδe
δe + CX0 , (2.23a)

CY = CYββ + CYp p̂ + CYr r̂ + CYδa
δa + CYδr

δe, (2.23b)

CZ = CZαα+ CZq q̂ + CZδe
δe + CZ0 , (2.23c)

Cl = Clββ + Clp p̂ + Clr r̂ + Clδa
δa + Clδr

δe, (2.23d)

Cm = Cmα
α+ Cmq q̂ + Cmδe

δe + Cm0 , (2.23e)

Cn = Cnββ + Cnp p̂ + Cnr r̂ + Cnδa
δa + Cnδr

δe, (2.23f)
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which depend on the normalized body rates p̂ = b p
2VT

, q̂ = c̄ q
2VT

, r̂ = b r
2VT

, angle
of attack α and side slip β, as well as the control surface deflections δ. The
coefficients Cij with i = {X,Y,Z, l,m,n} and j = {α, β, p, q, r, δa, δe, δe, 0}
denote the dimensionless aerodynamic derivatives and for this application they
are implicitly functions of the angle of attack α.
Aerodynamic derivatives are usually stored as parameters in the form of 1-D
look-up tables as for this application. Figures B.1, B.2, B.3, B.4, B.5, B.6 show
the 1-D look-up tables of the case study with their corresponding polynomial
interpolation of order up to the second degree, i. e., p(α) = c2 · α2 + c1 · α+ c0.
Finally, the polynomial coefficients (c0, c1, c2) are collected in Table A.3 and
Table A.4.

2.2.5 The Lift-to-Drag ratio

An aircraft deployed for AWE is designed in order to maximize L3/D2 [75], where
L is the amount of lift generated by its wing, while D denotes the aerodynamic
drag. Note that for conventional airplanes it is more common to consider the
Lift-to-Drag ratio L/D rather than L3/D2.
In any case, for a given reel-out tether speed and in agreement with the
admissible structural stress relative to the airframe, an aircraft with high L3/D2

can deliver higher tether tension compared to an aircraft with lower L3/D2. As
a consequence, the overall system performance increases as a function of L3/D2.
Lift L and drag D together with the cross-wind force C represent the aerodynamic
forces expressed in the wind-axes system w, i. e., fw

a = [−D,−C,−L]>. It is
possible to retrieve fw

a from the aerodynamic body forces fb
a by means of the

rotation matrix from body to wind frame Rwb as follows

fw
a = Rwb fb

a ⇐⇒

−D
−C
−L

 =

 cosα cosβ sin β sinα cosβ
− cosα sin β cosβ − sinα sin β
− sinα 0 cosα

X
Y
Z

 .
(2.24)

Likewise the aerodynamic properties (fb
a ,mb

a ), the aerodynamic forces in wind
axes can be normalized by the product of dynamic pressure q̄ times the reference
area S, i. e.,

L = q̄S CL : Lift Force (2.25a)

D = q̄S CD : Drag Force (2.25b)

C = q̄S CC : Crosswind Force (2.25c)
where the corresponding dimensionless derivative CL, CD and CC represent the
ability of an aircraft to generate lift, drag and cross-wind force, respectively.
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Therefore, the lift-to-drag ratio can also be expressed via the dimensionless
aerodynamic coefficients, i. e., CL/CD

Figure 2.4 shows the lift and drag coefficient with the corresponding L/D relative
to the case study. The coefficients CL and CD are respectively linearly and
quadratically interpolated within the range of α where the aircraft is expected
to operate. The stall phenomenon is expected for α ≥ 18 deg, whereas the
maximum efficiency can be achieved at α ≈ 4 deg. Note that, the computed
L/D takes into account the aircraft aerodynamic drag, only. The tether provides
an additional drag contribution, hence, a minor efficiency of the overall system
is expected for significant tether drag [72].
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Figure 2.4: Lift and drag coefficient with the corresponding L/D for the proposed
case study. The look-up values are shown in ’x’, whereas their corresponding
polynomial interpolation is shown in solid line.
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2.2.6 Wind axes equations for tethered aircraft

For the purposes of linearizing the aircraft dynamics and studying the stability
properties, it is convenient to have the velocity equation in terms of wind axes
variables, i. e., airspeed VT, angle of side slip β and angle of attack α. One way
of deriving these equations is convert the translational velocity equation (2.14a)
from body b to wind frame w. After some mathematical steps which can be
found in [99] for untethered aircraft, the resulting force equation in wind axis is
given by

m · v̇w = fw
t + fw

a + fw
g −m (ωw × vw) (2.26)

where the acceleration vector and cross-product in wind frame read as

v̇w =
[
V̇T β̇VT α̇VT cosβ

]> (2.27a)

(ωw × vw) =
[
0 VTr −VT (q cosβ − p sin β)

]>
. (2.27b)

Each force needs to be converted from body to wind frame by means of the
rotation matrix Rwb, which delivers the following relationships

fw
t = Rwbfb

t =

Yt sβ + Xt cαcβ + Zt cβsα
Yt cβ −Xt cαsβ − Zt sαsβ

Zt cα−Xt sα

 (2.28a)

fw
a = Rwbfb

a =

Y sβ + X cαcβ + Z cβsα
Y cβ −X cαsβ − Z sαsβ

Z cα−X sα

 =

−D
−C
−L

 (2.28b)

fw
g = Rwbfb

g = m

gD (−cαcβsθ + sβsφsθ + sαcβcφcθ)
gD (cαsβsθ + cβsφcθ − sαsβcφcθ)

gD (sαsθ + cαcφcθ)

 = m

GVT

Gβ

Gα

 (2.28c)

where the subscript t denotes the body-axis tether forces. Assembling the force
contributions derived above, (2.26) read as

m V̇T = Yt sβ + Xt cαcβ + Zt cβsα−D + m GVT (2.29a)

mVT β̇ = Yt cβ −Xt cαsβ − Zt sαsβ − C + m Gβ −mVTr (2.29b)

m α̇ VT cosβ = Zt cα−Xt sα− L + m Gα + mVT (q cosβ − p sin β) . (2.29c)

One can observe a non-trivial coupling between the tether and aircraft dynamics,
though, for crosswind tethered flights with β ≈ 0 the tether force occurs mainly
on the longitudinal motions. The lift L produced by the wing is converted in
tether tension and for rigid airframes a non negligible part is used to compensate
the gravity force (see Figure 2.5).
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Figure 2.5: Balance of forces of a pumping mode AWES during power generation
under the assumption of β ≈ 0. Angles Θ and φ denote the elevation and roll
angle, respectively, whereas ftλ corresponds to the tether tension.

2.3 Tether modeling

The main difference between a conventional aircraft and an aircraft deployed in
an AWES is the presence of a tether which induces additional forces, moments (if
the tether is not placed at the CG of the aircraft) and weight. An accurate tether
modeling that takes into account, e.g., aeroelastic effects and tether sag, would
significantly increase the overall model complexity (details in [108, 107, 105]),
though, if one models the tether as a rigid link, then it is possible to obtain
a mathematical formulation that is computationally attractive as shown in
[47, 54, 110, 109].
Within this work, the tether force expressed in body frame fb

t is the summation
of three contributions, i. e.,

fb
t = fb

t
λ

+ fb
tg

+ fb
ta

(2.30)
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with fb
t
λ
, fb

tg
and fb

ta
the vectors of tension, weight and aerodynamic forces

relative to the tether, respectively. The tension vector fb
t
λ
is first obtained in

NED frame and subsequently converted to body frame as follows

fb
t
λ

= Rbnfn
t
λ

(2.31)

where fn
t
λ
is introduced in Section 2.5, whereas fb

tg
is given by

fb
tg

= Rbn (êz ρtgD l) (2.32)

with l =
√
p2

N + p2
E + p2

D the tether length, ρt its linear density, and êz =
[0, 0, 1]>. As far as it regards fb

ta
, let us first consider the tether aerodynamic

forces in wind frame w which read as

fw
ta

=

−Dt
−Ct
−Lt

 (2.33)

with Dt, Ct and Lt the drag, crosswind and lift force relative to the tether,
respectively. Among these three contributions, Dt must be taken into account
while Ct is neglected and Lt is 0 since the tether does not produce lift..
In agreement with the assumption of a rigid link, let us approximate the tether
velocity Vt as a linear function of both length l and aircraft speed VT, the latter
with direction constantly orthogonal to the tether, i. e.,

Vt ≈
s
l

VT s ∈ [0 , l] (2.34)

where s is a spatial coordinate along the tether. The drag force Dt for an
elemental portion ds reads as

Dts = 1
2ρdtCDtVt

2 ds (2.35)

with CDt and dt the drag coefficient and tether thickness, respectively. As a
consequence, the elemental moment provided by Dts w.r.t. the winch is given
by

mDts
=
(

1
2ρdtCDtVt

2ds
)
· s. (2.36)

Therefore, taking into account (2.34), the overall drag moment mDt can be
computed

mDt =
∫ l

0

[
1
2ρdtCDt

( s
l

VT

)2
s

]
ds = 1

8ρ V
2
TCDt l

2 (2.37)
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with equivalent drag force on the aircraft [13, 55, 14]

Dt =
(

dtCDt

4

)
q̄ l . (2.38)

Equation (2.38) shows that Dt increases proportionally depending on both
dynamic pressure q̄ and tether length l. Figure 2.6 graphically summarizes the
tether drag components. Note that such approximation implicitly assumes low
wind conditions, hence, the model prediction with the underlying assumption
shown in (2.38) will predict an underestimation of the tether drag for high wind
conditions [72, 71].

Figure 2.6: Graphical representation of the tether drag components. The tether
is modeled as a rigid link and its velocity Vt is approximated as a function of
both tether length l and aircraft speed VT.

Subsequently, the tether aerodynamic force vector fw
ta

(2.33) is converted into
body frame via

fb
ta

= Rbw fw
ta

(2.39)

with Rbw = Rwb
>, and for small side slip angles β, (2.39) can be simplified as

fb
ta
≈ −Dt

cosα
0

sinα

 . (2.40)
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Finally, the tether characteristics relative to the case study are collected in
Table A.5.

2.4 Ground station modeling

The ground station is basically composed by a winch mechanism connected to
an electric motor as shown in Figure 2.7. The mechanical components can be
modeled via the energy variation E, i.e.,

Ė = ftλ ωd rd (2.41)

with rd the drum radius, and ωd the winch rotational speed. Note that, Ė is
equivalent to the mechanical instantaneous power Pm.

Figure 2.7: The ground station converts the mechanical energy from tether
tension into electrical power and feeds it to the grid.

As already mentioned, during the power generation (reel-out) phase the tether
tension is used to rotate the drum so as to generate electricity. Subsequently,
a reset (reel-in) phase is required in order to wind the tether up to its initial
condition. As a consequence, the working principles of a lift mode AWES is
characterized by periodical variations of the tether length that can be modeled
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as

l̇ = vl (2.42a)

v̇l = al (2.42b)

where vl = ωdrd denotes the tether speed and al the corresponding acceleration.
The amount of electrical power Pe provided to the electrical grid depends on
both motor efficiency η(·) and mechanical power Pm, i. e.,

Pe = η (mλ, ωd) · Pm, 0 < η(.) < 1. (2.43)

In general, the motor efficiency η(·) is mainly a function of the motor torque
mλ = ftλ · rd, ωd = vl

rd
as well as the operation mode, i. e., depending if the

system is in reel-in phase (motor mode) or reel-out phase (generator mode). In
[100], it is shown that Pe can be reasonably modeled as a linear combination of
both the motor torque and ωd as follows

Pe = p0 + pωd · ωd
2 + pmλ

·mλ
2 + pωdmλ

· ωd mλ (2.44)

where p0, pωd , pmλ
, pωdmλ

are coefficients obtained via an extensive test bench
with subsequent estimation techniques. Within this work, only the mechanical
power Pm is taken into account since experimental data coming from the flight
tests do not include measurements of Pe.
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2.5 Modeling of AWES via DAEs

In summary, a rigid wing pumping mode AWES is characterized by a high lift
rigid wing autonomous aircraft connected to a winch located on the ground via
a tether. As mentioned in Section 2.3, the tether is assumed as a rigid link with
mass and drag. As a consequence, the corresponding tether force fn

tλ in NED
frame and tether tension ftλ can be simply defined as a function of a scalar
variable λ ∈ R as follows

fn
tλ = −λpn (2.45a)

ftλ = λ ‖pn‖2 = λ l. (2.45b)

If the ground station is located at the origin of a right-handed Cartesian
coordinate system as shown in Figure 2.8, then λ must be chosen such that the
aircraft dynamics evolve in the manifold described by the consistency condition
equal to [47]

c (pn, l) = pn>pn − l2 = 0. (2.46)

Therefore, an AWES can be described by a set ODEs which are subject to the
consistency conditions (2.46). Additionally, if the aircraft attitude is described
via the time evolution of Rnb as in (2.5), then the orthonormality condition
Ξc (Rnb) (2.4) must be considered.
In [47, 54], it is shown that the mathematical model of a pumping mode AWES
suitable for optimal control purposes takes into account a set of ODEs equal to

ṗn = vn (2.47a)

m · v̇n = Rnb ·
(
fb
t
λ

+ fb
tg

+ fb
ta

+ fb
a + fb

g

)
(2.47b)

Ṙnb = Rnb ·Ω (2.47c)

J · ω̇b = mb
a − (ωb × J · ωb) (2.47d)

δ̇ = vδ (2.47e)

l̇ = vl (2.47f)

v̇l = al (2.47g)

Ė = ftλrd ωd (2.47h)
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Figure 2.8: Graphical representation of a rigid wing pumping mode AWES. The
ground station is located at the origin of a right-handed Cartesian coordinate
system. Within this work the wind direction points North.

and a set of algebraic equations that are

0 = Rnb ·Rnb
> − I3 (2.48a)

0 = pn>pn − l2 (2.48b)

with differential states x =
[
pn,vn,Rnb, ω

b, δ, l, vl, E
]> ∈ R24, control inputs,

u = [vδa , vδe , vδe , al]
> ∈ R4 and algebraic variable z = λ ∈ R. The model

implicitly takes into account the physical characteristics of each subsystem
as well as the aerodynamic properties described in Section 2.2.4. Due to the
algebraic equations, the system dynamics is therefore described by a set of
Differential Algebraic Equations (DAEs).
In short, DAEs are similar to ODEs in the sense that they contain differential
equations but additionally their solution x(t) must fulfill some algebraic
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constraints. The system dynamics (2.47) and (2.48) is presented in the form of
semi-explicit DAEs, which is formally:

ẋ = F (x, z,u) (2.49a)

0 = G (x) (2.49b)

with x ∈ Rnx , z ∈ Rnz , u ∈ Rnu , F the set of differential and G algebraic
equations. One can also arrange (2.49) as a set of fully-implicit DAEs, i. e.,

F̄ (ẋ,x, z,u) = 0. (2.50)

In any case, one can transform (2.49) to the form of (2.50) as follows

F̄ (ẋ,x, z,u) = 0⇔
[
ẋ− F (x, z,u)

G (x)

]
= 0. (2.51)

On the one hand, the obtained DAE (2.47) yields a very reasonable symbolic
complexity compared to ODEs formulated via spherical coordinates as in [106].
On the other hand, they are generally more challenging in terms of formulation
and numerical implementation w.r.t. standard OCPs based on ODEs.

2.5.1 Index reduction

In Section 2.5, it is shown that for this application a multi-body modeling
based on Euler’s equations produces a set of DAEs. According to the implicit
function theorem [15], a DAE can be handled by classical numerical methods if
the matrix

R =
[
∂F̄
∂ẋ

∂F̄
∂z

]
(2.52)

is full rank, where F̄ refers to the fully-implicit formulation (2.50). Likewise, a
semi-explicit DAE (2.49) can be treated with standard numerical solvers if the
matrix

R̃ =
[
∂F̃
∂ẋ

∂F̃
∂z

]
=

I ∂F̃
∂z

0 ∂G
∂z

 (2.53)

holds ∂G
∂z full rank [46], with F̃ equal to

F̃ =
[
ẋ− F (x, z,u)

G (x)

]
. (2.54)

It turns out that the mathematical model (2.49) does not result in a matrix R̃
which has full rank due to the purely position-dependent constraint shown in
(2.46) [47].
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Since a DAE involves a mixture of differentiations and integrations, one may
apply analytical differentiations, repeatedly if necessary, until the system yields
an explicit ODE. Such procedure is known as differential index reduction [15],
and for a semi-explicit DAE (2.49), the minimum differential index is i, such
that

ẋ = F (x, z,u) (2.55a)

0 = di
dtiG (x, z,u) (2.55b)

is an explicit ODE [46]. It can be shown that a pumping mode AWES formulated
as (2.47) and (2.48) delivers an index-3 DAE. However, according to [15] an
OCP based on index-3 DAE is intrinsically difficult to treat from a numerical
point of view. A common practice to deal with an index-3 DAE is to decrease
the index via index reduction procedures so as to obtain an index-1 DAE where
classical integration tools can be implemented within an OCP framework [46].
The first order time derivative ċ (x(t)) is equal to

ċ (x(t)) = pn> ṗn − l l̇ (2.56a)

ċ (x(t)) = pn>vn − l vl (2.56b)

whereas the second order time derivative c̈ (x(t)) is given by

c̈ (x(t)) = ṗn> ṗn + pn> p̈n − l̇2 − l l̈ (2.57a)

c̈ (x(t)) = vn>vn + pn> v̇n − v2
l − l al (2.57b)

One can make λ explicit by substituting v̇n shown in (2.19) into c̈ (x(t)) = 0
which result in the following relationship:

0 = vn>vn + pn>Rnb

[
− λmpn + 1

m

(
fb
tg

+ fb
ta

+ fb
a + fb

g

)]
− v2

l − l al (2.58)

or equivalently

λ = 1
pn>Rnbpn

[
pn>Rnb

(
fb
tg

+ fb
ta

+ fb
a + fb

g

)
+ m

(
vn>vn − v2

l − l al
)]
.

(2.59)
If one considers λ as algebraic state, then the mathematical model of a pumping
mode AWES would be formulated as an index-1 DAE. In contrast, if one
eliminates λ, then a pure ODE would be obtained.
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In summary, the consistency condition (2.46) is replaced with (2.57) in (2.48)
and as a result, the index-3 DAE is converted into an index-1 DAE shown in
compact form below

Λ (x (t))
[
ẋ (t)
z (t)

]
− b (x (t) ,u (t)) = 0 (2.60)

where x (t), z (t), u (t) have already been introduced in Section 2.5, while the
matrices Λ (.) and b (.) are equal to

Λ (x (t)) =



I3 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ mI3 ∗ ∗ ∗ ∗ ∗ ∗ pn

∗ ∗ I3 ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ J ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ I3 ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ 1 −lrdωd

∗ pn> ∗ ∗ ∗ ∗ ∗ ∗ ∗


(2.61)

b (x (t) ,u (t)) =



Rnb · vb

Rnb ·
(
fb
t
λ

+ fb
tg

+ fb
ta

+ fb
a + fb

g

)
Rnb ·Ω

mb
a −

(
ωb × J · ωb)
vδ
vl
al
∗

−vn>vn + v2
l + lal


(2.62)

where ∗ denotes zeros of suitable dimensions. Finally, in order to obtain a
meaningful solution, (2.60) must fulfill the consistency conditions (2.46) (2.56),
and (2.4) for t0 = 0 [47, 46, 15],

2.5.2 Baumgarte stabilization

In order to carry out flight trajectories for a pumping mode AWES using
an optimal control approach, an index-1 DAE formulation was derived in
Section 4.1.3. As a consequence, the consistency conditions (2.46) (2.56), and
(2.4) need to be fulfilled for t0 = 0 to ensure that the system dynamics evolve
within the prescribed manifold [15]. In principle, this holds true if numerical
inaccuracies introduced by integration methods would not occur [97]. In practice,
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the system dynamics are prone to drift away from the manifold, especially for
long simulation times [47]. One way to address such numerical drifts is by the
Baumgarte stabilization [17], and for an index-1 DAE, the key idea is to replace
c̈ (x(t)) shown in (2.57) with the following equation

0 = c̈ (x(t)) + κ1ċ (x(t)) + κ2c (x(t)) (2.63)

with κ1, κ2 > 0, such that the numerical drift is bounded. In this case, one
needs to replace (2.57) in (2.60) with

0 =
(
vn>vn + pn> v̇n − v2

l − l al
)

+ k
(
pn>vn − l vl

)
+ k

(
pn>pn − l2

)
.

(2.64)
One has to point out that numerical drift issues are not DAE-specific, but also
arise in other situations, e. g., when the system dynamics are represented by
non-minimal coordinates, in other words, when the degrees of freedom of the
plant are less than the number of differential states used to describe its dynamics.
It turns out that the mathematical model (2.47) is described by non-minimal
coordinates since the time evolution of the DCM (2.5) describes the aircraft
attitude (roll, pitch and yaw) by nine rather than three differential states.
Therefore, in order to bound the numerical drift relative to the orthonormality
condition (2.4) one needs to modify the time evolution of the DCM (2.5) with

Ṙnb = Rnb · (Ω + Π) , Π = κ3

2

[
(RbnRnb)−1 − I3

]
(2.65)

such that the orthonormality condition is stabilized for κ3 > 0[49].





Chapter 3

Aerodynamic Model
Identification

An important task for the development of an AWES is the mathematical
modeling of the aircraft dynamics. Such models of aircraft dynamics regularly
contain quantities called aerodynamic derivatives (or simply derivatives), which
in general depend on the flight condition and the aircraft geometry.
In the aerospace field, it is the current practice to retrieve the aerodynamic
derivatives by a combination of wind tunnel testing, CFD [9] analysis, and
empirical methods such as DATCOM [53]. For standard aircraft configurations,
such methods for obtaining aerodynamic characteristics are generally in
agreement with those obtained via flight tests. However, empirical methods,
which can provide the quickest results, tend to be less accurate and more difficult
to apply to unconventional designs. CFD is much more accurate, but requires
a fine mesh to capture the flow dynamics accurately, and as a consequence it
involves significant computational resources to obtain a complete aerodynamic
database. Wind tunnel experiments generally provide the most accurate results
with a suitably sized model that matches the Reynold’s numbers of the real
system. However, for unconventional systems such an approach can also be
expensive. In any case, an intensive flight test campaign must be ultimately
set in order to gain additional insight about the aerodynamic properties and to
validate parameters on the full scale system.
A successful flight test campaign depends on many factors, such as selection of
instrumentation, signal conditioning, flight test operations procedure, parameter
estimation algorithm and signal input design. This chapter provides a
comprehensive description of the flight test campaigns that aim towards the

33
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identification of aerodynamic models for rigid wing, high lift, autonomous
aircraft deployed for AWE. In particular, we focus on the flight test procedures,
signal input design, and how to formulate and efficiently solve a parameter
estimation problem. Furthermore, we show how to design optimized experiments
which implicitly take into account the flight envelope constraints and help to
reduce the number of expensive system identification flight tests required to
achieve a certain degree of estimation accuracy.

Outline

The chapter is organized as follows. Section 3.1 describes the flight test
operations procedure and safety requirements, underlying theoretical and
practical aspects. In Section 3.2, a suitable model structure is selected for
both signal input design and estimation of aerodynamic properties augmented
with model assumptions as well as neglected dynamics. Section 3.3 focuses on
the design of an input signal widely used in the aerospace field. In Section 3.4 it
is shown how to obtain optimized maneuvers by solving a time domain model-
based Optimum Experimental Design (OED) problem which aims to obtain more
accurate parameter estimates, and simultaneously enforcing safety constraints.
The optimized experiments are analyzed and compared w.r.t. conventional
maneuvers using the Cramer-Rao Lower Bound (CRLB). Subsequently, real
flight test campaigns are carried out using both conventional and optimized
maneuvers, and for multiple flight conditions. In Section 3.5, estimation
of the aerodynamic characteristics are carried out via an efficient multiple
experiment Model-Based Parameter Estimation (MBPE) algorithm suitable
for dynamic systems and based on direct methods. The data fitting is applied
throughout the aircraft longitudinal dynamics using a non-linear model structure.
Both estimates and model structure are assessed against a validation data set.
Finally, the prediction capability of the identified model is assessed via the
Theil Inequality Coefficient (TIC), a standard criterion widely used within the
aerospace field.



EXPERIMENTAL DESIGN SET-UP 35

3.1 Experimental design set-up

This section focuses on the flight test procedure for autonomous aircraft. Further,
safety, practical and theoretical aspects are discussed for the case study.

3.1.1 Flight test procedure and the rationale behind

In Section 2.2.3, it has been shown a that high lift rigid wing tethered aircraft
relies ultimately on the rigid body equations of motion, known also as Euler’s
equations and they are equal to

m · v̇b = fb
t + fb

a + fb
g −m (ωb × vb) (3.1a)

J · ω̇b = mb
a − (ωb × J · ωb) (3.1b)

with external forces and moments coming from the tether, aerodynamic
characteristics and gravity. In order to identify the aerodynamic forces fb

a
and moments mb

a from measurements, one has to either discard or have good
models of the other contributions, or ensure that their influence is very small.
On the one hand, the gravity component expressed in body frame fb

g can be
easily computed using the Euler angles multiplied by the gravity acceleration (see
Equation (2.15)). On the other hand, it is rather difficult to obtain an accurate
measurement of the tether forces fb

t . As a consequence, the incorporation
of the tether contribution during the system identification flight test would
significantly deteriorate the quality of the aircraft aerodynamic model that
need to be identified. Even though it would be possible to measure the tether
effect with a high degree of accuracy, from a system identification point of
view it would act as a disturbance source due to possible vibrations that might
occur during the excitation of the system dynamics. For these reasons, for
the identification of aerodynamic models via flight tests, it is best to perform
untethered flight to both simplify the overall system modeling and to avoid
disturbances caused by eventual tether vibrations.
Normally, the flight test procedure is divided into three parts: take-off,
execution of the experiments and landing. The take-off and landing phase
are generally performed manually by the pilot via remote control. After the
manual stabilization of the aircraft dynamics, the autonomous mode is enabled
and the vehicle flies into a predefined race track pattern by means of a propulsion
system. From a safety point of view, flight tests for autonomous aircraft are
limited to line-of-sight range in order to both avoid communication dropout
and to guarantee that the pilot can regain manual control of the aircraft at any
time [35].
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The case study is equipped with a propulsion system (battery powered)
characterized by two electric motors that drive two propellers mounted on
top of the fuselage, allowing ≈ 15 min of flying time on a single charge. Also in
this case, it is rather difficult to achieve high accuracy on propeller dynamics.
Furthermore, the rotation of the blades introduces additional noise for each
angular rate and acceleration channel. As a consequence, propellers are switched
off whenever an excitation signal occurs in order to decouple the uncertainty in
thrust effects on the aerodynamic parameter estimation.
Typically, experiments are repeated on each axis to both obtain a rich data
set and reduce the effect of sensor biases as well as colored noise (atmospheric
turbulence) on the estimation results [73]. To prevent biases due to correlation
between the measurement noise and the inputs, it is best to perform open-loop
experiments [98] which are also beneficial for systems equipped with sensors that
are susceptible to high levels of measurement noise [35]. Additionally, system
identification flight tests are performed at steady wing-level flight condition [35].
An aircraft is formally in steady wing-level flight condition when its body
angular rates (p, q, r) and roll angle φ are equal to zero and it flies with constant
airspeed VTe [99]. Fulfillment of this steady condition allows decoupling of the
aircraft motion in longitudinal and lateral dynamics, hence one can focus only
on a subset of the entire aircraft dynamics which is mainly excited from a given
maneuver. For instance, if a signal excitation is performed along the longitudinal
axis via elevator deflection (with propellers switched-off), the remaining control
surfaces (aileron and rudder deflection) are used to stabilize the lateral dynamics
throughout the entire experiment. Consequently, the parameter estimation is
performed only on the excited dynamics. Note that for the presented case study
the cross-product of inertia Jxz is only ≈ 2% w.r.t. the smallest moment of
inertia, i. e., Jx, hence negligible cross-coupling effects are expected.
Figure 3.1 depicts the flight test procedure described above and adopted within
this work. One can observe how after the excitation of the longitudinal dynamics,
the propellers are switched on and the aircraft operates fully in closed-loop
to recover a steady regime. Note that, for this specific aircraft the propellers
provide non-negligible pitch moment contribution since they are located on top
of the fuselage.
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Figure 3.1: [Experimental data] Example of a flight test procedure for a high
lift, autonomous aircraft. After a coordinated turn [99], the aircraft performs a
straight flight (roll angle φ ≈ 0 deg) with constant airspeed VTe ≈ 20 m/s and
corresponding constant angle of attack αe ≈ −2 deg held by elevator deflection
angle δee ≈ 3.5 deg. The flight path angle γ is approximately zero prior to the
gliding mode. Throughout the excitation of the longitudinal motion performed
in gliding mode, the aircraft slightly descends as also shown by γ, though, the
angle of attack response remain within a neighborhood of αe. The data set is
collected during the open-loop phase and despite a significant excitation of the
longitudinal dynamics, the lateral motion is barely perturbed thanks to both
the steady wing level flight condition and the motion stabilization via aileron
δa and rudder δr deflection.
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3.1.2 Flight envelope limit detection

Historically, aerodynamic model identifications have been performed using a
pilot to provide input sequences. A system identification flight test carried out
in autonomous mode implies no action of the pilot during the experiment unless
system failures are detected. As a consequence, reliable simulators play an
important role for the design of maneuvers and minimization of flight envelope
violation. Nonetheless, it may happen that during the real flight test the aircraft
violates the flight envelope e.g. due to significant inaccuracies of the a priori
models or unexpected gust that occurs within the open loop-phase. For this
reason, flight envelope limit detection algorithms should be programmed in
the Flight Control Computer (FCC) in order to avoid damages or complete
destruction of the vehicle. Figure 3.2 shows an example of how the flight
envelope limit detection reacts right after the pitch angle θ violates its safety
limit.

Figure 3.2: [Simulation data] Example of flight envelope limit detection. A
badly designed maneuver is performed along the longitudinal axis via elevator
deflection. The detection of flight envelope violation involves the stop of the
open-loop phase, with recovery of the previous trim condition.
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3.1.3 Flight test instrumentation

The proposed aircraft is instrumented with an Inertial Measurement Uni
(IMU) which provides measurements of body angular rates and translational
accelerations. The aerodynamic states are estimated by means of a five hole
pitot tube, which is mounted at the nose of the fuselage. All measurements are
suitably low-pass filtered using zero-lag filtering in order to focus only on the
rigid-body modes. The sensor noise of each component is expressed in terms of
its standard deviation σy and they are shown in Table A.6.
The actuator commands are delivered by an on-board flight computer at 100 Hz
(see Figure 3.3), and data are recorded at the same rate. The control surface
inputs are measured via feedback sensors on the aircraft, which allows the
estimation to proceed without requiring knowledge of the actuator dynamics.
Finally, the control surface deflection measurements have no discernible noise,
though quantization errors equal to 0.25 deg are present and compensated.

Figure 3.3: Five hole pitot tube and FCC mounted at the nose and inside the
fuselage, respectively.

3.2 Grey-box model selection

In this section, a comprehensive dynamical representation of the aircraft for
aerodynamic model identification is presented, underlying model assumptions
and neglected dynamics. Further, a brief overview about the a priori
aerodynamic model is provided.
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3.2.1 Model structure selection

The choice of an appropriate model structure is crucial for any successful
identification application. Within this work, the model structure is a non-
linear and physically parametrized ODE in state-space representation, though,
for the design of maneuvers the corresponding linear representation is taken
into account. The advantage of using a non-linear representation is that such
model should be valid for large range of flight conditions. Moreover, system
identification flight tests are less constrained w.r.t. the amplitudes of angle of
attack α and airspeed VT excursions [90].
For system identification purposes, the mathematical model embeds the velocity
equation in wind-axes (2.29), the Euler kinematic equations (2.11) and the
angular momentum (2.14b). Expanding the equations and discarding the tether
dynamics, the proposed model structure read as [99]

V̇T = Y sin β + X cosα cosβ + Z cosβ sinα
m + GVT , (3.2a)

β̇ = Y cosβ −X cosα sin β − Z sinα sin β
mVT

+ Gβ

VT
− r cosα+ p sinα, (3.2b)

α̇ = Z cosα−X sinα
mVT cosβ + Gα

VT cosβ + q cosβ − (p cosα+ r sinα) sin β
cosβ , (3.2c)

φ̇ = p+ r cosφ tan θ + q sinφ tan θ, (3.2d)

θ̇ = q cosφ− r sinφ, (3.2e)

ψ̇ = q sinφ+ r cosφ
cos θ , (3.2f)

ṗ = Jxz

Jx
ṙ − qr (Jz − Jy)

Jx
+ qp

Jxz

Jx
+ L

Jx
, (3.2g)

q̇ = −prJx − Jz

Jy
− (p2 − r2)Jxz

Jy
+ M

Jy
, (3.2h)

ṙ = Jxz

Jz
ṗ− pq Jy − Jx

Jz
− qrJxz

Jz
+ N

Jz
, (3.2i)

where GVT , Gβ , Gα are the gravity components expressed in wind frame shown
in (2.28c). The aerodynamic body forces (X,Y,Z) and moments (L,M,N)
shown in (2.21) are characterized by a linear structure as in (2.23) and they
embed the dimensionless aerodynamic derivatives Cij that need to be identified
within the flight test campaign.
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Ultimately, the aircraft dynamical representation augmented with the sensors
modeling can be expressed in compact form as follows

ẋ(t) = f (x(t),u(t),p) , x(0) = x0, t ∈ [0,T] , (3.3a)

y(t) = h (x(t),u(t),p) , (3.3b)

ym(i) = y(i) + ε(i), i = 1, ...,N (3.3c)

with differential states x ∈ Rnx , noise-free control inputs u ∈ Rnu , and
parameters p ∈ Rnp equal to

x =
[
VT β α φ θ ψ p q r

]> (3.4a)

u =
[
δa δe δr

]> (3.4b)

p =

CXα CXq CXδe
CX0 CYβ CYp CYr CYδa

CYδr
CZα CZq CZδe

CZ0 Clβ Clp Clr Clδa
Clδr

Cmα Cmq Cmδe
Cm0 Cnβ Cnp Cnr Cnδa

Cnδr

> (3.4c)

with nx = 9, nu = 3 and np = R27. The instrumentation introduced in
Section 3.1.3 together with the mathematical formulation greatly simplify the
output function h which in this case is equal to y(t) = x(t) where y ∈ Rny
denotes formally the output states. Furthermore, the output ym is sampled
in N measurements along a time horizon T and it is polluted by additive,
zero-mean Gaussian noise ε ≈ η(0,Σy) with Σy ∈ Rny×ny the measurements
noise covariance matrix.

3.2.2 Model assumptions and neglected dynamics

In flight dynamics, different methods of aerodynamic derivatives modeling exist.
A highly accurate approach can be provided by the indicial response method in
conjunction with the superposition principle [37, 102] which is formally equal to

c =
∫ t

0
Ah (t− τ) ḣ dτ (3.5)

where c = [CX,CY,CZ,Cl,Cm,Cn]T is the combined vector of the total
aerodynamic body force and moment coefficients, whereas Ah is a matrix
of indicial response functions for stepwise variation of the parameters h =
[α, β, p, q, r, δa, δe, δr]T . Despite the unquestionable efficiency of this formulation,
it is rather difficult to combine such functional representation with the equations
of an aircraft motion which are expressed as a set of ODEs. Such an approach
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can also be extended to a nonlinear case corresponding to the separated
flow conditions [102], though, the overall description becomes significantly
complicated.
For this reason, within the aerospace field it is common practice to approximate
the aerodynamic characteristics by linear terms in their Taylor series expansion.
On the one hand, such approximation yield sufficient accuracy for attached
flows [37]. On the other hand, this aerodynamic modeling cannot be used
in the region of α where separated flow occurs [45]. Within this work, since
the aircraft dynamics and its aerodynamic characteristics are described by
(3.2), (2.28c), (2.21) and (2.23), one has to implicitly account for the model
mismatches summarized below:

• The aerodynamic model (2.21) and (2.23) neglects the influence of
parameter variation through time [91]. One can account for such a
model mismatch either by introducing a first-order differential equation
involving the angle of attack rate α̇ [45], or by designing flight trajectories
customized for energy production that allow the aircraft to perform mild
maneuvers [72, 71].

• The mathematical model (3.2) relies on Euler’s equations which describe
the motion of rigid bodies only, hence flexible modes are implicitly
neglected. However, a rigid wing aircraft for AWE is usually characterized
by a high-strength wing with relatively high stiffness, as also expected
for the next prototype shown in Figure 1.4 and Figure 1.5. Eventual
structural-coupling issues caused by flexible modes must be addressed
during the control architecture design [99].

• The aerodynamic derivatives in (2.23) are implicitly a function of α.
Nevertheless, system identification performed via flight tests are typically
valid only for small neighborhood of α with respect to its trim value αe.
Because aircraft deployed for AWES are intended to fly over a wide range
of flight conditions, flight test maneuvers and parameter identification
need to be performed at multiple trimmed airspeed VTe .

• Estimates of aerodynamic derivatives are computed assuming that the
aircraft inertias are known a priori. However, fully accurate inertial
estimates are difficult to obtain. Inertia estimates can be computed
from Computer Aided Design (CAD) models or swing tests with varying
degrees of accuracy [30, 78]. Errors in J{x,y,z,xz} leads to errors in the
absolute estimates of the aerodynamic coefficients. Nevertheless, this will
not undermine the predictive capability of the derived model, as long as
the estimated derivatives are kept consistent with the assumed value of
J{x,y,z,xz} used to estimate them [73].
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In order further mitigate the model inaccuracies above mentioned, it is current
practice to design a complex hierarchical control system with high margin of
robustness and to fly patterns with specific boundary conditions (for further
details refer to [95]).

3.2.3 A priori aerodynamic model

Experimental design aimed towards the identification of aerodynamic character-
istics requires an a priori model with reasonable accuracy in order to obtain
sufficient information content on the measurements data without violate the
predefined flight envelope. A priori models are also useful to provide an insight
into the general characteristics of the aircraft behavior. Various methods can
be applied to obtain a priori models. If the airframe is similar to an existing
aircraft, its model can be scaled. For instance, the Digital DATCOM [53]
is a purely empirical guide to estimating aerodynamic derivatives based on
aircraft configuration and the experience of engineers. If the airfoils and aircraft
configuration are new, one can perform analysis via the lifting line method
[103], CFD [9], wind-tunnel tests or flight tests. An example of CFD analysis
is shown in Figure 3.4 for the 3rd prototype high lift, rigid wing autonomous
aircraft designed by Ampyx Power B.V. [3].
Depending on the available resources, combinations of these methods can be
used. Within this work, the a priori aerodynamics models shown Section B are
retrieved from both the lifting line method and previous flight test campaigns.

Figure 3.4: CFD of the 3rd prototype high lift, rigid wing autonomous aircraft
designed by Ampyx Power B.V. [3].
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3.3 Design of conventional experiments

In this section, the steady wing-level flight condition with the corresponding
decoupled linear approximation of the aircraft dynamics is described. Subse-
quently, a widely used conventional maneuver is introduced and its features
analyzed in frequency domain. Finally, the experimental data obtained from a
conventional flight test campaign are shown.

3.3.1 Steady condition and decoupling of dynamics

For conventional aircraft parameter estimation experiments, a linear perturba-
tion model structure is usually taken into account [86]. As a consequence, the
flight test inputs are perturbations with respect to the steady condition. More
precisely, assuming the model structure presented in section 3.2.1, the steady
wing-level flight condition is held for

ẋ =
[
V̇T, β̇, α̇, φ̇, θ̇, ψ̇, ṗ, q̇, ṙ

]T = 0 (3.6a)

φ = p = q = r = 0 (3.6b)

δa = δr = 0 , δe = δee , δT = constant (3.6c)

VT = VTe , α = αe , θ = θe (3.6d)

γ = θ − α = 0 (3.6e)

where δT is the thrust percentage and the subscript e denotes the corresponding
value at the steady regime (equilibrium point). One can numerically retrieve
the steady regime for a given trimmed airspeed VTe by means of a routine based
on the following optimization problem:

minimizex,u ||ẋ||22

subject to ẋ = f(x,u,p),

VT = VTe ,

φ = 0,

γ = 0.

(3.7)
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For each equilibrium point, a linear approximation of (3.2) can be computed in
the state-space form and equal to

ẋ = Ax + Bu (3.8a)

y = Cx + Du (3.8b)
where the matrices A, B, C, D read as

A = ∂ẋ
∂x B = ∂ẋ

∂u C = ∂y
∂x D = ∂y

∂u (3.9)

As already mentioned in Section 3.1.1, fulfillment of the steady wing-level flight
condition allows decoupling of the aircraft motion in longitudinal and lateral
dynamics. The longitudinal dynamics are described via LTI state-space form
by the states xlon = [VT α θ q]>, which correspond to (3.2a), (3.2c), (3.2e) and
(3.2h). The aerodynamic body forces X, Z and the moment M are assumed to
be linear functions of VT, α, q and the elevator deflection δe, resulting in the
following matrices

Alon =


XV Xα −gD cos θe Xq
ZV

Zα
VTe

−gD sin θe Zq

0 0 0 1
MV Mα 0 Mq

 Blon =


Xδe
Zδe
VTe
0

Mδe

 (3.10)

where the non-zero elements are known as dimensional aerodynamic derivatives
while θe is the steady-state pitch angle. The dimensional derivatives can be
converted into dimensionless derivatives shown in (2.23) via the geometrical
configuration of the aircraft, i. e., S, b, c̄ (for details see [99, 91]). The
longitudinal dynamics can be further decoupled into the Phugoid and Short-
period mode. The Phugoid mode is normally rather slow, slightly dampened,
and dominates the response in VT and θ, while the Short-period mode is typically
fast, moderately dampened, and dominates the response in α and q. For control
applications, accurate knowledge of the Phugoid mode is usually not required
due to the low frequency of oscillation which is compensated via feedback
control, whereas the Short-period mode is crucial for stability and performance
characteristics [29].

The lateral dynamics are described analogously by the states xlat = [β φ p r]>,
which correspond to equations (3.2b), (3.2d), (3.2g) and (3.2i). The aerodynamic
body force Y and moments L and N are described by linear functions of β, p, r
and inputs ulat = [δa δr]>. The resulting matrices are given by

Alat =


Yβ
VTe

gD cos θe Yp Yr − VTe

0 0 1 tan θe
L′β 0 Lp

′ Lr
′

N′β 0 Np
′ Nr

′

 Blat =


Yδa
VTe

Yδr
VTe

0 0
Lδa
′ Lδr

′

Nδa
′ Nδr

′

 , (3.11)
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and their derivatives are defined in [82]. Unlike the longitudinal dynamics, the
lateral motion cannot be decoupled into independent modes. They are governed
by a slow Spiral mode, a fast lightly damped Dutch roll mode, and an even
faster Roll Subsidence mode (for details see [99]).

3.3.2 Modal analysis

As mentioned in Section 3.2.3, a priori models are useful to provide an insight
into the general characteristics of the aircraft behavior. Ultimately, one analyzes
the longitudinal and lateral modes described in Section 3.3.1. Each mode is
characterized by a natural frequency ωn, damping ratio δ, constant time τ ,
overshoot S% and period of oscillation PO.
Table A.7 and Table A.8 collect the a priori dimensional aerodynamic derivatives
for the steady wing-level flight condition with VTe = 20 m/s. The corresponding
aircraft modes are shown in Table 3.1.

Table 3.1: Aircraft modal analysis for steady wing-level flight at VTe = 20 m/s
Mode ωn [rad/s] δ [−] τ [s] S% [%] PO [s]
Phugoid 0.52 0.09 1.94 74.06 12.23
Short-period 3.72 0.84 0.27 0.83 3.08
Spiral - - -1.0 11.74 - - - -
Dutch roll 2.09 0.21 0.48 50.55 3.08
Roll Subsidence - - 1.0 0.09 - - - -

The modal analysis suggests to design for the longitudinal motions experiments
with durations longer than the Phugoid period of oscillation (PO = 12.23).
As far as it regards the lateral dynamics, the Spiral mode is lightly unstable
which involve a significant probability to violate the flight envelope during the
open-loop phase.
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3.3.3 Design of conventional maneuvers

A type of maneuver which is widely used in the aerospace field due to its easy
implementation and good estimation performance comes from an optimization
procedure of a sequence of step functions, developed by Koehler [61]. The input
signal has a bang-bang behavior with a duration 7∆T with switching times at
t = 3∆T, t = 5∆T, and t = 6∆T and amplitude A. For this reason, such an
input signal is called a 3-2-1-1 maneuver (see Figure 3.5).

0 1 2 3 4 5 6

time [s]

-1.5

-1

-0.5
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0.5

1

A

3 T 2 T T T

Figure 3.5: Example of a 3-2-1-1 maneuver with A = 1 and ∆T = 0.6.

In [90], it is shown that the 3-2-1-1 maneuver provides the best estimation
accuracy for both aircraft longitudinal and lateral dynamics among Doublets,
Mehra, Schulz and DUT input signals. Yet, only Doublets and 3-2-1-1 input
signals provide sufficient system excitation for identification of system responses
with frequencies above 1 Hz, though the 3-2-1-1 maneuver embraces much higher
frequencies compared to Doublets.
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3.3.4 Features of the 3-2-1-1 maneuver

In general, system identification flight tests are rather time-consuming and
costly, hence, it is worthwhile to design maneuvers thoughtfully in order to
obtain experimental data that are sufficiently informative. 3-2-1-1 maneuvers
are normally designed through both a qualitative consideration in the frequency
domain [80] and a trial-and-error approach in order to ensure that the system
response evolves within the flight envelope.
In this subsection, some features of the 3-2-1-1 signal input are shown to provide
a tuning guideline for conventional maneuver.

Energy and power analysis

The parameter uncertainty is typically inversely proportional to the input power
[74]. Within a time domain framework, the energy Es and power Ps contained
in a signal x(t) with duration T is always bounded and equal to

Es =
∫ ∞
−∞
|x(t)|2dt ≤ ∞, Ps = 1

T

∫ ∞
−∞
|x(t)|2dt.

Thus, the corresponding energy and power of the 3-2-1-1 signal can be easily
carried out as follows

Es =A2

[∫ 3∆T

0
dt +

∫ 5∆T

3∆T
dt +

∫ 6∆T

5∆T
dt +

∫ 7∆T

6∆T
dt
]

= 7∆T ·A2,

Ps = Es

7∆T = A2.

One can observe that the injected power of a 3-2-1-1 signal to a dynamic system
increases quadratically w.r.t. the amplitude A, whereas the corresponding
energy increases also proportionally as function of ∆T. Note that, high values
of A and ∆T may lead the aircraft to exceed the limits of the permissible flight
envelope.

Frequency content analysis

The 3-2-1-1 maneuvers are tuned in a manner that the power is concentrated
within the expected bandwidth of the aircraft dynamics. In order to perform
a frequency analysis, let us first define the Fourier transform for a continuous
time aperiodic signal [77]:

Xω =
∫ ∞
−∞

x(t) e−jωtdt, ω = 2πf
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where f denotes the frequency and j =
√
−1. The frequency content of a 3-2-1-1

signal is then given by

Xω = A
[∫ 3∆T

0
e−jωtdt−

∫ 5∆T

3∆T
e−jωtdt +

∫ 6∆T

5∆T
e−jωtdt−

∫ 7∆T

6∆T
e−jωtdt

]
=

= A
jω

[
1− 2e−jω3∆T + 2e−jω5∆T − 2e−jω6∆T + e−jω7∆T] .

The magnitude of Xω is given by the square root of its real plus the imaginary
part divided by the square of the angular velocity ω [77], i. e.,

|Xω| =
√
< (Xω) + = (Xω)

ω2

where the real part is equal to

< (Xω) = A2 · (1− 2c (3ω∆T) + 2c (5ω∆T)− 2c (6ω∆T) + c (7ω∆T))2

while the imaginary part read as

= (Xω) = A2 · (2s (3ω∆T)− 2s (5ω∆T) + 2s (6ω∆T)− s (7ω∆T))2

with c and s the shortening of cos(·) and sin(·), respectively. One can then
compare |Xω| w.r.t. the cut-off frequency fc = 3dB in order to obtain an insight
about the excited frequencies. As a matter of example, Figure 3.6 shows the
frequency content of a 3-2-1-1 signal with A = 5 and ∆T = 0.8 s overlapped with
the a priori aircraft modes collected in Table 3.1. In this case, the parameters
relative to the Phugoid and Dutch roll mode are likely to be more accurate
w.r.t. the parameters corresponding to the Spiral and Short-period mode. Note
that, parametric uncertainty depends also on other factors, e.g., when the
parameters that need to be estimated are physically insignificant with respect
to the measured system response and/or it exists some correlation between
them [98, 101].
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Figure 3.6: Frequency content of a 3-2-1-1 maneuver with A = 5 and ∆T = 0.8 s
and analysis of the a priori aircraft modes.

3.3.5 Experimental data

A total of three experimental data sets are collected with trimmed airspeed VTe =
20 m/s within one single flight campaign and with an average (estimated) wind
speed ≈ 7 m/s. The experiments are performed with conventional maneuvers 3-
2-1-1 and they are shown in Figure 3.7. One can observe the decoupling between
the Phugoid mode which dominates the airspeed VT and pitch θ responses, and
the fast changes on the angle of attack α and pitch rate q coming from the
Short-period mode. As mentioned in Section 3.1.1, during the excitation of
the longitudinal dynamics, the lateral motion is stabilized by aileron δa and
rudder δr deflection. Figure 3.8 shows the lateral dynamics relative to the three
experiments.



DESIGN OF CONVENTIONAL EXPERIMENTS 51

0 2 4 6 8 10 12 14 16 18

15

20

25

V
T

 [
m

/s
]

0 2 4 6 8 10 12 14 16 18

-5

0

5

 [
d
eg

]

0 2 4 6 8 10 12 14 16 18

-20

-10

0

10

 [
d
eg

]

0 2 4 6 8 10 12 14 16 18

-10

0

10

q
 [

d
eg

/s
]

0 2 4 6 8 10 12 14 16 18

time [s]

0

5

10

e
 [

d
eg

]

Data set 1

Data set 2

Data set 3

Figure 3.7: [Experimental data] Three experimental data sets obtained
through conventional maneuvers (VTe = 20 m/s). Average wind speed ≈ 7 m/s.
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Figure 3.8: [Experimental data] Stabilization of lateral dynamics by δa and
δr during excitation signal along the longitudinal dynamics via conventional
maneuvers (VTe = 20 m/s). Average wind speed ≈ 7 m/s. Note that, roll rate
p and roll angle φ appear sensitive to the turbulence, which involves a major
control effort from the aileron deflection δa in order to both stabilize this axis
and prevent flight envelope violation.
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3.4 Design of optimal experiments

In this section, an introduction to optimal input design for aircraft parameter
estimation is given and the formulation of an Optimum Experimental Design
(OED) problem is provided. The optimal maneuvers are carried out for
the longitudinal and lateral dynamics and their performance assessed with
their respective initial maneuvers via the Cramer-Rao Lower Bound (CRLB).
Afterwards, the optimized inputs are first validated via reliable flight simulator
and subsequently experimental data coming from a real flight test campaign
are shown.

3.4.1 Historical background and motivation

In the estimation of aerodynamic derivatives from flight tests, the design of
the signal input provided for the system during experimental data collection is
crucial for the accuracy of the subsequent parameter estimation. If a signal is
not suitable for sufficient excitation of the relevant system dynamics, the data
obtained during an experiment might not contain enough information on the
desired parameters to allow for good estimation results. This creates the need
for a systematic design of optimal input signals for flight test maneuvers.
In the aerospace field, the importance of choosing appropriate control inputs for
extraction of the aerodynamic derivatives from flight test data was first noticed
by Gerlach [43]. He proposed a qualitative method for the determination of
optimal frequencies in scalar input signal to linear second order systems [42].
Important contribution to the theory and practice of the calculation of optimal
aircraft input signals have been made subsequently by Mehra [83, 84, 85]. Based
on the work of Kiefer, Wolfowitz [60] and Kiefer [59], Mehra proposed algorithms
for the design of scalar and multi-dimensional input signals in the frequency
domain as well as in time domain. An efficient method was implemented by
Morelli where dynamics programming techniques were used to determine the
optimal switching time of a input signal [87]. The resulting input signals were of
the bang-bang type. Morelli’s approach was afterwards applied by Cobleigh [27]
and the resulting input signals were implemented by Noderer [94] for validation
using real flight test data from an X-31 drop model. Nowadays optimal inputs
are mainly designed for [70, 86]:

• reducing the number of expensive system identification flight tests,

• minimizing the length of flight test maneuver necessary to reach a specified
level of accuracy of the aerodynamic derivatives,
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• refinement and validation of the aerodynamic derivatives for control system
analysis and design purposes and

• aircraft acceptance testing.

A fundamental problem in the design of input signals for parameter estimation
is that the optimized design itself depends on the actual values of the unknown
system parameters. As a consequence, these values would need to be known
before the actual flight tests are made in order to optimize the experimental setup.
However, if the parameters were already known, an estimation would obviously
no longer be necessary. This problem is known as circularity problem [90]. Due
to that, the optimal input design combined with parameter identification are
used in practice in an iterative fashion, starting from a sufficient initial guess on
the parameter values until a desired level of accuracy for the estimated values
is met, as also shown in Figure 3.9.

3.4.2 Optimum experimental design formulation

The main idea of OED is to use an information function Ψ(·) of the Fisher
information matrix F as the objective of an optimization problem. The Fisher
information matrix can then be expressed as

F =
N∑
i=1

[(
∂y(i)
∂p

)T
Σy
−1
(
∂y(i)
∂p

)]
(3.13)

where the inverse of the Fisher information matrix F−1, which corresponds to
the covariance matrix of the estimated parameters Σp ∈ Rnp×np , yields an
universal lower bound on parameter estimation accuracies known as the CRLB.
Basically, the CRLB allows the optimization of the input signal regardless of
the type of estimation algorithm implemented [87].
Different information functions can be used in the optimization problem with
different features [50, 92, 93]. However, within this work the A-criterion is
chosen as information function in the OED problem [83]. The resulting input
signals are called A-optimal and they are obtained by minimizing the summation
of the diagonal element of the CRLB, i. e.,

ΨA (Σp) = 1
np
· trace (Σp) = 1

np

np∑
i=1

Σp(i,i) = 1
np

np∑
i=1

Var(p(i)), (3.14)

so that using ΨA(·), one optimize the experimental setup in terms of minimizing
the sum of the variances of the unknown parameters.
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Figure 3.9: Optimal input design within identification procedure [90].
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Ultimately, a general model-based OED problem which considers input and
output constraints can be formulated in continuous time as follows

minimize
x(·),u(·)

Ψ (Σp [x(·),u(·),p]) (3.15a)

subject to: ẋ(t) = f (x(t),u(t),p) , t ∈ [0,T] , (3.15b)

x(0) = x0, (3.15c)

umin ≤ u(t) ≤ umax, t ∈ [0,T] , (3.15d)

xmin ≤ x(t) ≤ xmax, t ∈ [0,T] . (3.15e)

Finally, note that the A-criterion allows the prioritization of the estimation
errors of some parameters by selecting the trace of the product matrix obtained
by multiplying Σp with a weighting matrix [90].

3.4.3 Algorithm implementation

Within this work, the optimum experimental designs are computed using
casiopeia, an open-source tool for PE and OED [23] based on CasADi
[10]. casiopeia computes the covariance matrix Σp from the inverse of the
KKT Matrix of the underlying parameter estimation problem using a Schur
complement approach. Details on method and implementation can be found in
[24].
Provided the system dynamics (3.15b), a discretization time grid, bound
specifications for variables as in (3.15d) and (3.15e) and an initial guess for
the parameter values pinit and for the input signal uinit, the continuous-time
optimization problem is discretized and formulated as a NLP automatically
by casiopeia using direct collocation [20] with Lagrange polynomials. The
resulting NLP is solved using IPOPT [104] with linear solver MA86 [56] to
obtain improved input signals uopt.
If for the initial values pinit of the parameters used within OED it holds for
two parameters pi,pj ∈ p with i 6= j that pinit,i > pinit,j , it is likely that
Var(pi) > Var(pj). Due to the higher contribution of Var(pi) to (3.15a), the
optimizer then might overly increase certainty of pi while disregarding to increase
or even decreasing certainty of pj . Due to that, p is within the OED problem
formulations of this work not introduced by the values of pinit, but as a vector
of entries with unit values scaled by the corresponding entries of pinit to reduce
the effects of the numerical values of pinit on the OED result.
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3.4.4 Constraints selection

In practice, it is hardly possible to apply input signals which correspond to full
deflection of the control surfaces without exceeding the limits of the permissible
flight envelope. On the one hand, one must scale down the input signal amplitude
in order to restrict the aircraft response within a region for which the model
structure assumed in (3.2) is valid. On the other hand, if input signals are scaled
up, then the estimation accuracy is enhanced due to a higher SNR. Therefore,
constraints in (3.15d) and (3.15e) should be enforced in order to ensure the
system response close to a specific steady wing-level flight condition without any
flight envelope violation and at the same time guarantee an acceptable SNR. In
this work, constraints for the OED problem 3.15 have been chosen as follows:

• control surface deflections (δa, δe, δr), angle of attack α as well as the
airspeed VT were constrained in order to keep the aircraft within the
region where the linear model should still be applicable;

• After a state augmentation of the longitudinal and lateral LTI represen-
tation shown in (3.10) and (3.11), the rate of control surface deflections
(δ̇a, δ̇e, δ̇r) are constrained in agreement with the maximum speed of the
installed servos;

• the body angular rates (p, q, r) and Euler angles (φ, θ, ψ) are bounded
with respect to the flight envelope limits since any violation of the flight
envelope would result in abortion of the system identification test. To
account for model mismatch and inaccuracies of the a priori model, these
bounds were enforced with a safety margin of 20 % w.r.t. the flight
envelope limits.

Table A.9 collects the flight envelope, input and state constraints taken into
account during the system identification flight test performed with optimized
maneuvers.

3.4.5 Control input initialization

The optimization problem 3.15 needs to be initialized with a suitable, initial input
signal uinit. Within this work, the 3-2-1-1 maneuvers are chosen through both
a qualitative consideration in the frequency domain described in Section 3.3.4
and a trial-and-error approach in order to ensure that the system response is
within the prescribed constraints [80].
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3.4.6 Flight tests optimization

Three OED problems 3.15 are computed, one for the longitudinal dynamics
(3.10) and two for the lateral dynamics (3.11). Since only one single axis can
be excited at a time, when the aileron is chosen as input, the rudder is assumed
zero along the entire experiment. As a consequence, the aerodynamic derivatives
relative to the rudder (Yδr , L

′
δr
, N ′δr

) will be structurally unidentifiable with F
not of full rank. In this case, one has to discard the corresponding unidentifiable
parameters to prevent rank deficiency of F [90]. Same considerations are valid
in the case when the rudder is used as input and the aileron is kept zero.
Note that in practice, when the roll axis is excited by aileron deflection, the
rudder stabilizes the yaw axis (and the elevator the pitch axis) during the
entire system identification experiment. Hence, the rudder control surface
will slightly differ from zero. For the sake of comparability, the amplitude
of uinit and uopt are set equal. The optimized experiment lengths are set to
10 s to ensure the full sequence is completed in the available flight test area
taking into account variations in the wind conditions on the flight test day(s).
As a consequence, dynamics at frequencies below 0.1 Hz cannot be identified
accurately, in this case the Phugoid and Spiral mode. Nevertheless, for control
applications accurate knowledge of low frequency modes are not crucial and
they are easily compensated via feedback control [29].
The responses of the a priori LTI systems for the optimized inputs obtained
from the solution of the OED problem are shown in Figures 3.10, 3.11, 3.12 with
the corresponding responses to the 3-2-1-1 maneuvers used as initialization.
It turns out that the OED problem based on the A-criterion leads to a bang-bang
type input signal. Such outcome is in agreement with analytic results [25] and
previous flight test evaluations which demonstrate that square wave type inputs
are superior to sinusoidal type inputs for parameter estimation experiments,
largely due to their wider frequency spectrum [89]. More precisely, the signal
inputs resemble modulated square waves with a finite slope due to the rate of
deflection constraints.
Likewise for the experimental data obtained with conventional 3-2-1-1 maneuvers
and shown in Figure 3.7, one can observe Figure 3.10 the decoupling between
the Phugoid mode which dominates the airspeed VT and pitch θ responses, with
the fast changes on the angle of attack α and pitch rate q coming from the
Short-period mode.
In Figure 3.11, the optimal lateral response caused by the aileron deflection
shows a good excitation on the roll rate p. The cross-coupling involves a modest
excitation on the yaw rate r and side-slip angle β whereas the roll angle φ
drifts slowly towards the edge of the admissible range due to the unstable Spiral
mode.
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Figure 3.10: [Simulation data] Initial longitudinal response using the 3-2-1-1
maneuver (left column) and optimal response (right column). In grey line the
OED constraints whereas in dark red line the flight envelope.
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Figure 3.11: [Simulation data] Initial lateral response via aileron deflection
using the 3-2-1-1 maneuver (left column) and optimal response (right column).
In grey line the OED constraints whereas in dark red line the flight envelope.
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Figure 3.12: [Simulation data] Initial lateral response via rudder deflection
using the 3-2-1-1 maneuver (left column) and optimal response (right column).
In grey line the OED constraints whereas in dark red line the flight envelope.
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Regarding the yaw excitation via rudder deflection depicted in Figure 3.12, an
optimal response would be provided by setting the rudder at the maximum
allowable deflection for approximately 3 s such that an oscillatory motion with a
gradual increment on amplitude on the side slip angle β as well as the roll rate
r is triggered. Subsequently, a bang-bang behavior is carried out so as to avoid
constraint violations. The roll rate p is barely excited due to cross-coupling
though, roll angle φ slowly diverges as in the previous case.

3.4.7 Performance assessments

In this section, optimal maneuvers are assessed by the CRLB which is the
theoretical lower limits for parameter standard errors using an efficient and
asymptotically unbiased estimator, such as maximum likelihood [87]. The CRLB
depends on the diagonal entries of the Fisher information matrix F (3.13) and
formally the following inequality is held [98, 101]

σi ≥ CRLBi = 1√
Fii

. (3.16)

A performance analysis of signal inputs computed via the CRLB isolates the
merits of the input design from the merits of the parameter estimation algorithm
used to extract the aerodynamic derivatives from the flight data [86]. Yet,
the relation between the parametric uncertainty and CRLB allows to form a
comprehensive uncertain aircraft model.
Several factor can cause high CRLB values, e. g.:

• from a optimization point of view, large values for CRLBi denote a low
curvature in the cost function, i. e., a high insensitivity with respect to
the ith parameter [101];

• from a system identification point of view, high CRLB values indicate
either that the ith parameter is physically insignificant with respect
to the measured aircraft response or that there exists a correlation
between parameters, i. e., these parameters can vary together, making
their individual values difficult to determine [98].

Tables 3.2, 3.3, 3.4 show the CRLB values for the optimal system responses
(CRLBopt) with the corresponding initial responses (CRLBinit) whereas
∆CRLB% indicates the percent deviation between CRLBopt and CRLBinit.
A negative value for ∆CRLB% indicates an improvement in terms of estimation
accuracy for the ith parameter, and vice versa for positive values.
The optimal signal input for the longitudinal dynamics (Table 3.2, Figure 3.10)
provides an overall increment of ≈ 40% in terms of estimation accuracy.
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Table 3.2: Dimensional aerodynamic derivatives longitudinal dynamics
Derivatives Value CRLBinit CRLBopt ∆CRLB%

XV -0.147 0.1978 0.1147 -42.0
Xα 7.920 14.0706 8.6891 -38.2
Xq -0.163 2.9936 1.5916 -46.8
Xδe -0.232 3.4318 1.9859 -42.1
ZV -0.060 0.0007 0.0004 -42.0

Zα/VTe -4.400 0.0491 0.0303 -38.2
Zq 0.896 0.0104 0.0056 -46.8

Zδe/VTe -0.283 0.0120 0.0069 -42.1
Mα -7.688 0.0098 0.0061 -38.2
Mq -1.963 0.0021 0.0011 -46.8
Mδe -10.668 0.0024 0.0014 -42.1

Table 3.3: Dimensional aerodynamic derivatives lateral dynamics: aileron input
Derivatives Value CRLBinit CRLBopt ∆CRLB%

Yβ/VTe -0.167 0.8907 1.1087 24.5
Yr -0.976 0.3825 0.3526 -7.8

Yδa/VTe -0.046 1.7305 0.5869 -66.1
L′β -8.201 0.8907 1.1087 24.5
Lp
′ -11.292 0.6856 0.1504 -78.1

Lr
′ 3.853 0.3825 0.3526 -7.8

L′δa -32.600 1.7305 0.5869 -66.1
N′β 3.214 0.8907 1.1087 24.5
Np
′ -0.750 0.6856 0.1504 -78.1

Nr
′ -0.457 0.3825 0.3526 -7.8

N′δa 0.716 1.7305 0.5869 -66.1

Though, as expected, the parameters determined by the Phugoid mode, i. e.,
XV , Xα, Xq andXδe , are still subject to high uncertainty due to the time window
of the experiment set to 10 s. Yet, the 3-2-1-1 maneuver used as initial signal
input provides more than the acceptable accuracy for ZV , Zα, Zq, Zδe ,Mα,Mq

and Mδe which are derivatives related to the Short-period mode.
The optimal lateral response via aileron deflection (Table 3.3, Figure 3.11),
reduce mainly the uncertainty on the approximation of the aileron to roll
rate transfer function which is p(s)

δa(s) = L′δa
s−L′p

[99]. The contribution of Yδa
with respect to the overall aircraft response appears negligible for this steady
configuration, hence its uncertainty will be high in the optimal case, too.
On the other hand, significant increment in terms of accuracy is shown in N ′p
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Table 3.4: Dimensional aerodynamic derivatives lateral dynamics: rudder input
Derivatives Value CRLBinit CRLBopt ∆CRLB%

Yβ/VTe -0.167 10.0229 3.0396 -69.7
Yr -0.976 3.3870 0.9643 -71.5

Yδr/VTe 0.093 1.3518 0.5674 -58.0
L′β -8.201 10.0229 3.0396 -69.6
Lp
′ -11.292 12.2297 3.7003 -69.7

Lr
′ 3.853 3.3870 0.9643 -71.5

L′δr 0.524 1.3518 0.5674 -58.0
N′β 3.214 10.0229 3.0396 -69.6
Np
′ -0.750 12.2297 3.7003 -69.7

Nr
′ -0.457 3.3870 0.9643 -71.5

N′δr -2.370 1.3518 0.5674 -58.0

and N ′δa which are parameters relative to the yaw moment due to the roll rate p
and aileron deflection δa, respectively. One can observe that remain derivatives
are either poorly improved (Yr, L′r, N ′r) or they experience a loss of accuracy
(Yβ , L′β , N ′β). This is not surprising since these derivatives are all related to the
yaw dynamics which is barely excited during aileron deflection.
Finally, Table 3.4 shows that the optimal rudder deflection in Figure 3.12
provides a meaningful improvement mainly on parameters relative to the yaw
dynamics.

3.4.8 Effects of parameter uncertainties on the a priori model

In section 3.4.6, the optimized maneuvers are obtained via an optimization
problem which depends on a priori model with unknown system parameters. A
priori models are prone to parametric uncertainty, therefore, one may wonder
what is the impact of a certain degree of uncertainty on the a priori model
within an OED framework. For this reason, let us consider three hypothetical
cases that may occur on a flight test campaign:

• a case during the preliminary phase of the flight test campaign where
aerodynamic derivatives may come exclusively from analytical tools, hence
high inaccuracies might be present;

• a case during an intermediate stage of the flight test campaign
where aerodynamic derivatives rely on both simulation and previous
(conventional) flight tests, hence reasonable estimates are expected;
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• a case after an extensive flight test campaign where aerodynamic
derivatives are likely to have high accuracy.

Let us further assume that the a priori parameters pinit deviate in percentage
w.r.t. the "true" parameters p by ∆p% = 100% , ∆p% = 20% and ∆p% = 5%,
respectively. For each case, an OED problem which takes into account the
longitudinal dynamics is initialized and solved using 3-2-1-1 maneuvers designed
in agreement with the a priori models subject to parametric uncertainty (see
Figure 3.13). For the sake of comparability, the maneuvers are injected into the
"true model" in order to verify the impact of the 3-2-1-1 maneuvers based on
inaccurate models.
Figure 3.14 shows the optimal responses for the cases taken into account.
Similarly to the nominal case in Section 3.4.6, the OED problem leads to a
three bang-bang type input signals. Furthermore, the angle of attack α, pitch
angle θ and pitch rate q approach to a sinusoidal response while the airspeed VT
increases in agreement with the prescribed constraints. Finally, note that even
for the worst case taken into account (∆p% = 100%), there is no significant
constraints violation.
One can graphically get an insight about the estimation accuracy improvement
by means of the 1-σ confidence ellipsoids obtained by the inverse of F, i. e.,
the covariance matrix Σp. As a matter of example, in Figure 3.15 it is shown
the comparison between the initial and optimal 1-σ confidence ellipsoids for
the pair of estimates (Mq,Mα). In all cases, the optimized maneuvers provide
better estimation accuracy w.r.t. 3-2-1-1 maneuvers, though, the correlation
between parameters is unchanged. This is not surprising since the A-criterion
implemented within the OED problem takes only into account the diagonal
entries of Σp.
Likewise in Section 3.4.7, the optimal maneuvers can be assessed by the CRLB.
3.5 shows the deviation in percentage of the CRLB between the initial and
optimized maneuvers relative to the three scenarios considered within this
subsection. As before, a negative value means an improvement in terms of
estimation accuracy and vice versa for positive values.
One can observe that more reliable a priori models facilitate higher information
content of the optimized experiments w.r.t the conventional one. However, for
high parameter inaccuracies an overall loss of estimation performance is shown.
In summary, it is advisable to apply conventional signal inputs such as 3-2-1-1
maneuver during the preliminary stage of a flight test campaign when high
inaccuracies are expected, and subsequently refine the estimates via optimal
maneuvers.
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Figure 3.13: [Simulation data] Output response using 3-2-1-1 maneuvers.
The a priori model responses are in dot line while the "true" model responses
are in solid line. The output responses are in blue line for the case ∆p% = 100%
, green line for the case ∆p% = 20% , red line for the case ∆p% = 5%. Flight
envelope limits in dark red dash-dot line while the enforced constraints are in
grey dash line.
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Figure 3.14: [Simulation data] Output response using optimized maneuvers.
The a priori model responses are in dot line while the "true" model responses
are in solid line. The output responses are in blue line for the case ∆p% = 100%
, green line for the case ∆p% = 20% , red line for the case ∆p% = 5%. Flight
envelope limits in dark red dash-dot line while the constraints are in grey dash
line.
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Figure 3.15: [Simulation data] Comparison between initial (dot lines) and
optimal (solid lines) 1-σ confidence ellipsoids for the pair of estimates (Mq,Mα).
Blue line denotes the case ∆p% = 100%, green line the case ∆p% = 20% and
red line the case ∆p% = 5%.

Table 3.5: CRLB reduction in percentage relative to the longitudinal derivatives.

∆CRLB%
Derivatives ∆p% = 100% ∆p% = 20% ∆p% = 5%

XV +28.85% -36.24% -38.22%
Xα +24.75% -36.33% -37.81%
Xq +20.79% -36.62% -39.50%
Xδe -19.0% -36.92% -39.94%
ZV -2.47% -26.98% -31.58%

Zα/VTe -16.13% -37.01% -37.84%
Zq -28.82% -44.96% -45.20%

Zδe/VTe -36.63% -36.48% -41.17%
Mα -19.21% -30.52% -36.71%
Mq -35.0% -41.24% -44.81%
Mδe -41.29% -36.61% -40.59%
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3.4.9 Signal inputs set-up and safety assessments

As already mentioned, the case study is an autonomous system hence, a flight
plan must be set. The FCC of the case study allows to define control surfaces
demands as steps with tunable amplitude and time length only. Therefore, the
steps transition shown in Figures 3.10, 3.11, 3.12 are approximated as tight
step functions as in Figure 3.5. Before that any real system identification flight
test can be performed, each signal input need to be validated via reliable flight
simulator for different wind conditions as well as degree of parameter uncertainty
so as to get a better confidence relative to the safety of the flight test.
The results obtained from the high fidelity simulator designed by Ampyx Power
B.V. [3] show that the aircraft is able to complete successfully the system
identification flight test with optimal elevator deflection and rudder without
any flight envelope violation, providing good excitation of the longitudinal and
yaw dynamics, respectively. As far as it regards the excitation of the lateral
dynamics via aileron deflection, it turns out that the vehicle is prone to loss
of the flight path due to cross-coupling effects and unstable Spiral mode (see
Figure 3.16 and Figure 3.17).
Therefore, for safety reasons part of the optimal aileron sequence is discarded
and propulsion system are not turned off in order to avoid significant deviation
from the steady condition. Note that, the thrust effect provides negligible
model mismatch on the roll axis. Alternatively, one could superimpose the pilot
command with the actual optimal signal input so as to prevent loss of track,
though degradation of the estimation accuracy might occurs [35].

Figure 3.16: [Simulation data] Top view of the aircraft during loss of track
caused by the optimized aileron sequence.



70 AERODYNAMIC MODEL IDENTIFICATION

0 5 10 15 20 25

-40

-20

0

20

40

 [
d
eg

]

0 5 10 15 20 25

-50

0

50

p
 [

d
eg

/s
]

0 5 10 15 20 25

time [s]

-20

0

20

a
 [

d
eg

]

Loss of track detection

stabilization phase (closed-loop)

open-loop phase

Figure 3.17: [Simulation data] Simulated flight test during roll excitation via
optimal aileron deflection. The sequence start setting the aircraft at steady state
wing-level trim condition; afterwards, the optimal signal input is performed
along the roll axis via δa. The roll angle φ oscillates and move far form the
trim condition which causes a deviation from the flight path. At ≈ 11 [s] flight
envelope protection triggers and the open-loop sequence stops, recovering the
aircraft attitude via feedback controls. In dash lines the OED constraints
whereas dash-dot line the flight envelope for φ, p and limiters from δa.
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3.4.10 Experimental data

A real flight test campaign is conducted using the optimized inputs obtained in
Section 3.4.6 with trimmed airspeed VTe = 20 m/s. During the experiments, the
estimated with speed was ≈ 2 m/s hence, low process noise caused by turbulences
is expected. Each signal input is performed multiple times so has to obtain
a trend of the aircraft responses. The data obtained with the experiments
are shown in Figures 3.18, 3.19, 3.20 in comparison to the corresponding
simulated optimal responses. The control surfaces deflection are omitted since
they are already shown in Section 3.4.6. A video that documents the system
identification flight test is available at [1]. Because of the difficulties to obtain
accurate estimations of the a priori Phugoid mode, the airspeed response exceed
the OED constraints of ≈ 3 m/s while the remaining responses in Figure 3.18
are bounded. In Figure 3.19, it is shown that within two of three experiments
the roll angle φ oscillates and moves towards the flight envelope limits whereas
the yaw dynamics, i. e., β and r, are barely excited. Opposite situations occur
when the optimal sequence on the rudder control surface is performed, see
Figure 3.20. In this case, the roll angle is maintained close to its trim position
along the entire open-loop sequence, showing less cross-coupling than predicted.
Finally, the sinusoidal motion of the side slip β does not increase in terms of
amplitude as observed in simulation. In both lateral excitations the constraints
were thoroughly fulfilled.
In Figure 3.21 are collected ten optimal longitudinal response obtained using
the same procedure described within this section but for different trimmed
airspeed, i. e., VTe = 18 m/s and VTe = 25 m/s. Note that, two experiments
relative to the VTe = 25 m/s were aborted due to airspeed limit violation.
In summary, experimental data have shown that optimized maneuvers obtained
with the proposed method are able to significantly excite the aircraft dynamics
for a relatively long time window without violation of the flight envelope.
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Figure 3.18: Simulated optimal longitudinal response of the a priori model (left
column) versus three real experiments (right column). The real experiments
are in green, magenta and cyan thin solid lines whereas their average is in thick
blue solid line. In grey dash line the OED constraints while dark red dash-dot
line the flight envelope.
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Figure 3.19: Simulated lateral response of the a priori model using optimal
aileron deflection (left column) versus three real experiments (right column).
The real experiments are in green, magenta and cyan thin solid lines whereas
their average is in thick blue solid line. In grey dash line the OED constraints
while dark red dash-dot line the flight envelope.



74 AERODYNAMIC MODEL IDENTIFICATION

0 5 10

-5

0

5

 [
d

eg
]

0 5 10

-5

0

5

 [
d

eg
]

0 5 10
-40

-20

0

20

40

 [
d

eg
]

0 5 10
-40

-20

0

20

40

 [
d

eg
]

0 5 10

-50

0

50

p
 [

d
eg

/s
]

0 5 10

-50

0

50

p
 [

d
eg

/s
]

0 5 10

time [s]

-40

-20

0

20

40

r 
[d

eg
/s

]

0 5 10

time [s]

-40

-20

0

20

40

r 
[d

eg
/s

]

Figure 3.20: Simulated lateral response of the a priori model using optimal
rudder deflection (left column) versus two real experiments (right column). The
real experiments are in green and cyan thin solid lines whereas their average is
in thick blue solid line. In grey dash line the OED constraints while dark red
dash-dot line the flight envelope.
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Figure 3.21: [Experimental data] Five real optimal longitudinal response for
the steady state wing-level flight condition with VTe = 18 m/s (left column)
and for VTe = 25 m/s. In grey dash line the OED constraints while dark red
dash-dot line the flight envelope.
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3.5 Aerodynamic parameter estimation

Once experimental data are available, the aerodynamic derivatives can be
extracted using an estimation algorithm. In this section, the longitudinal
dynamics is identified via a multiple experiments Model-Based parameter
estimation (MBPE) algorithm. First, a guess about the expected parameter’s
accuracy is obtained from the combined conventional and optimal experiments
shown in the previous section. Afterwards, the longitudinal aerodynamic
coefficient are extracted from the flight data and estimation results are assessed
via a time domain model validation.

3.5.1 Preliminary estimation accuracy analysis

In Section 3.4, the estimation accuracy provided by both the 3-2-1-1 and optimal
maneuvers were assessed using the CRLB via the formula in (3.16). Though,
experience has shown that a factor of 2 can be introduced in order to obtain an
approximation of the parameter standard error [101], resulting in

σi ≈ 2 · CRLBi = 2√
Fii

. (3.17)

Therefore, by means of (3.17) one can compute the ith a priori parameter
standard error σi for a set of experimental data. Table 3.6 gathers the
2CRLB values in percentage for the lumped system responses obtained by
the conventional and optimal inputs.

Table 3.6: Dimensional aerodynamic longitudinal derivatives with corresponding
expected estimation accuracy via 2CRLB.

Derivatives Value 2CRLB%
XV -0.147 25.27
Xα 7.920 34.88
Xq -0.163 336.67
Xδe -0.232 291.62
ZV -0.060 1.07
Zα/VTe -4.400 1.06
Zq 0.896 1.08
Zδe/VTe -0.283 4.18
Mα -7.688 0.14
Mq -1.963 0.10
Mδe -10.668 0.02
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The results indicate that the dimensional aerodynamic derivatives relative to
the Phugoid mode, i. e., Xq, Xδe which correspond to the dimensionless one CXq ,
CXδe

are subject to high uncertainty, despite the conventional experiments were
designed sufficiently long. Note that, high values of CRLB indicate that either
the ith parameter is physically insignificant with respect to the measured aircraft
response or there is a correlation between parameters, i. e., these parameters
can vary together, making their individual values difficult to determine [98]. In
this case, it turns out that XV provides a negligible contribution to the aircraft
response whereas correlation occurs between Xα, Xq and Xδe .
To overcome this issue, one might fix the parameters associated to the Phugoid
mode with their a priori values, though, errors in the form of a low-frequency
model mismatch could arise in the identified model [35]. On the other hand,
high estimation accuracy is expected for the Short-period mode which is given
by ZV, Zα, Zq, Zδe , Mα, Mq and Mδe .

3.5.2 Formulation of estimation algorithm

Whenever parameter estimation is intended for identification of aircraft
dynamics, multiple experiments are usually required to deal with the following
issues [88]:

• Multiple experiments reduce the effects of sensor biases as well as
atmospheric turbulence on estimation results;

• individual maneuvers usually have good information content only for a
subset of parameters, while multiple maneuvers combined can provide
better information w.r.t the complete set of parameters;

• the flight test area and operating safety case restricts the flight paths that
can be flown, limiting the available duration of any particular maneuver.

A standard approach is to retrieve the estimated parameters via data fitting for
each independent experiment and subsequently weight them w.r.t. their inverse
(estimated) parameter covariance matrix Σp [74]. However, such method might
lead to wrong results whenever computed values of Σp are not reliable [73].
Furthermore, in equation (3.2) one can observe that angular acceleration
measurements as well as rate of changes in the airspeed, Euler and aerodynamic
angles are required in order to estimate aerodynamic properties. Often, these
quantities are not measured, though, they can be retrieved by numerical
differentiation methods, which are rather noisy [88]. Consequently, signal
distortion may arise, degrading the overall estimation performance. Within this
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scenario, multiple experiments MBPE algorithms appear a reasonable choice
for estimation of aerodynamic derivatives.
In agreement with the mathematical model defined as in (3.3), a multiple
experiments MBPE problem can be first stated using an OCP perspective in
continuous time as follows [73]

minimize
p,x(·)

Ne∑
i=1

∫ Ti

0

∥∥ŷi(t)− h
(
xi(t), ûi(t),p

)∥∥2
Σy−1 dt (3.18a)

subject to ẋi(t) = f(xi(t), ûi(t),p) t ∈
[
0,Ti

]
, (3.18b)

t ∈
[
0,Ti

]
, i ∈ ZNe

1 (3.18c)

with Ne number of experiments, ûi(t) and ŷi(t) the input and output
measurements respectively, for the ith experiment running for a duration
Ti. Using direct methods [32], the optimization problem (3.18) can be
transformed into a finite dimensional NLP which can then be solved by numerical
optimization methods. In this work, a multiple shooting approach is chosen due
to its stability w.r.t. the initial guess compared to a single shooting strategy
[22].
In order to implement a multiple shooting algorithm, let us define an equidistant
grid over the experiment consisting of the collection of time points tk, where
tk+1 − tk = Ti

Nim
:= Ts, ∀i = 0, . . . ,Ne with Nm

i the number of measurements
for the ith data set, assuming implicitly that the measurements are collected
with a fixed sample time Ts. Additionally, we consider a piecewise constant
control parametrization u(τ) = uk for τ ∈ [tk, tk+1). A function Π(·) over each
shooting interval is given, which represents a numerical approximation for the
solution xk+1 of the following IVP

ẋ(τ) = f(x(τ),uk,p, τ), τ ∈ [tk, tk+1]. (3.19)

Within this work, for Π(.) a Runge-Kutta integrator of order 4 (RK4) is
implemented. Therefore, the OCP (3.18) can be translated into the following
NLP

minimize
p,X

Ne∑
i=1

Nm∑
k=0

∥∥ŷik − h
(
xik, ûik,p

)∥∥2
Σy−1 (3.20a)

subject to xik+1 −Π(xik, ûik,p) = 0 (3.20b)

k = 0, 1, ...,Nm − 1, i ∈ ZNe
1 (3.20c)
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where X ∈ RnX with nX =
∑Ne
i=1 nx ·Nm

i and sorted as

X = [x1
0, . . . , x

1
Nm1 , . . . , x

Ne
0 , . . . , xNe

Nme ]T (3.21)

in order to create a block diagonal structure on the NLP formulation and
especially in the equality constraints (3.20b). Notice that in (3.21) the number
of measurements Nm are assumed different for each ith experiment.
Finally, the NLP initialization can be chosen from, e.g., previous estimates of p
while X can be initialized using the measurements ŷ and/or estimates of the
state x. For further details refer to [32, 21].

3.5.3 Data fitting

Within this work, the MBPE algorithm is implemented using CasADi [10]
in Matlab environment. The system dynamics taken into account are the
non-linear longitudinal motions expressed in (3.2a), (3.2c), (3.2e), (3.2h) with
differential states

x(t) = [VT(t) α(t) θ(t) q(t)]>, (3.22)
assuming steady wing-level flight condition, i.e., β = φ = p = r = 0. The
unknown parameters are

p =

CX0 CXα CXq CXδe
CZ0 CZα CZq CZδe
Cm0 Cmα

Cmq Cmδe

 ∈ R3×4 (3.23)

and control input equal to
u(t) = δe(t), (3.24)

whereas the output states are simply given by

y(t) = x(t) + ε(t). (3.25)

The continuous-time optimization problem (3.18) is subsequently discretized
and formulated as a NLP using direct multiple shooting. The resulting NLP is
solved via IPOPT [104] with linear solver MA27 [56]. Finally, the optimization
problem (3.20) is initialized using the baseline model described in Section 3.2.3
for p and X with the real output measurements ŷi, i ∈ ZNe

1 .
The data fitting is carried out simultaneously for all experimental data set
shown in Section 3.3.5 and Section 3.4.10 with total number of optimization
variables

nopt = np + nX = 12 + 35564 = 35576. (3.26)
CasADi discovers the structure and computes the full sparse Jacobian and
Hessian with a minimum of algorithmic differentiation sweeps (see Figure 3.22).
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CasADi’s for-loop equivalents are used to efficiently build up the large number of
shooting constraints (3.20b). Furthermore, since this application requires a large
number of control intervals, the CasADi map functionality was used to achieve
a memory-lean computational graph. Using this proposed implementation, the
NLP is solved within 28 iterations of IPOPT. Figures 3.23, 3.24, 3.25 and 3.26

Figure 3.22: Jacobian and Hessian Sparsity of the NLP.

show the data fitting for the airspeed VT, angle of attack α, pitch angle θ and
pitch rate q, respectively.
The overall data fitting is satisfactory except for the airspeed VT, where biases
arise mainly in the conventional experiments.
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Figure 3.23: [Experimental data] Data fitting for multiple experiments along
the longitudinal dynamics for VTe = 20m/s: airspeed VT.
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Figure 3.24: [Experimental data] Data fitting for multiple experiments along
the longitudinal dynamics for VTe = 20m/s: angle of attack α.
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Figure 3.25: [Experimental data] Data fitting for multiple experiments along
the longitudinal dynamics for VTe = 20m/s: pitch angle θ.
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Figure 3.26: [Experimental data] Data fitting for multiple experiments along
the longitudinal dynamics for VTe = 20m/s: pitch rate q.
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Finally, Table 3.7 collects the estimated dimensionless aerodynamic longitudinal
derivatives p∗ for different trimmed airspeeds VTe . In particular, the remaining
derivatives are carried out using five experimental data sets for each flight
condition (see Figure 3.21) and using the same methodology described within
this work, though, the latter are not shown for the sake of brevity.

Table 3.7: Dimensionless aerodynamic longitudinal derivatives estimates carried
out for different trimmed airspeed VTe .

VTe 18 m/s 20 m/s 25 m/s
CX0 -0.060 0.007 -0.168
CXα -1.501 -0.705 -0.475
CXq -30.202 -20.799 -4.852
CXδe

-0.396 -0.952 0.804
CZ0 -0.478 -0.483 -0.494
CZα -6.728 -5.575 -5.871
CZq -49.209 -55.256 -37.787
CZδe

-1.668 -0.823 -1.145
Cm0 0.060 0.059 0.047
Cmα

-0.737 -0.764 -0.786
Cmq -18.504 -20.335 -15.911
Cmδe

-0.966 -0.971 -0.865

3.5.4 Model validation

Because a significant inaccuracy on some derivatives relative to the Phugoid
mode are expected (see Section 3.5.1) and biases on the airspeed data fittings
are observed in Section 3.5.3, the estimates CXq , CXδe

are set to their a priori
values. In this way low frequency errors might arise in the identified model,
though, standard feedback controls can easily handle such model mismatch [35].
Furthermore, it turns out that the estimated derivative CZq , i.e., the force
variation along the Z-axis, has no reasonable physical meaning and for this
reason its value is fixed to the a priori estimate, too. However, uncertainties
on CZq do not significantly deteriorate the predictive capability of the derived
model [91].
Table 3.8 collects the a priori pinit and estimated p∗ dimensionless aerodynamic
longitudinal derivatives augmented with the set of parameters pv which are used
for model validation, while Table 3.9 shows the corresponding identified Phugoid
and Short-period mode. Also in this case, a discrepancy is observed between
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the estimated Phugoid period (Po ≈ 11 s) and the observed one (Po ≈ 13 s) in
the airspeed responses shown in Figure 3.27.

Table 3.8: Collection of the a priori pinit and estimated p∗ dimensionless
aerodynamic longitudinal derivatives. pv is the set of parameters chosen for
model validation.

p pinit p∗ pv
CX0 -0.033 0.007 0.007
CXα 0.409 -0.705 -0.705
CXq -0.603 -20.799 -0.603
CXδe

-0.011 -0.952 -0.011
CZ0 -0.528 -0.483 -0.483
CZα -4.225 -5.575 -5.575
CZq -7.500 -55.256 -7.500
CZδe

-0.310 -0.823 -0.823
Cm0 -0.031 0.059 0.059
Cmα

-0.607 -0.764 -0.764
Cmq -11.300 -20.335 -20.335
Cmδe

-1.420 -0.971 -0.971

Table 3.9: Identified longitudinal modes.
Mode Short-period Phugoid Unit
ωn 5.548 0.587 rad/s
τ 0.180 1.704 s
δ 0.843 0.036 −

S% 0.721 89.210 %
PO 2.108 10.712 s

The accuracy of an identified model is ultimately assessed via its capability
to predict time responses [35]. For validation purpose, the identified model is
simulated using a further flight test experiment shown in Figure 3.28. One can
observe that the identified model provides a better fitting compared to the a
priori one despite inaccuracies on the Phugoid mode. Figure 3.29 shows the
corresponding residual distributions ε defined as

εk = ŷk − h (xk, ûk,pv) , k = 1, . . . ,Nv (3.27)

with Nv the number of samples related to the validation data set. Practically
speaking, the residual is the part of the data that the model is not able to
reproduce; the aim is to achieve a residual resembling a white noise signal.



AERODYNAMIC PARAMETER ESTIMATION 87

0 2 4 6 8 10 12 14 16 18 20

time [s]

-20

-15

-10

-5

0

5

10
 [

d
eg

]
Data set 1: 

measurements
X: 11.32

Y: -18.83

X: 17.89

Y: 5.407

P
O

 / 2  6.5 [s]

Figure 3.27: [Experimental data] Observed Phugoid period of oscillation PO.

However, it is well-known that the residuals will not be white noise if the real
system has significant process noise (atmospheric turbulence) [73].
Finally, estimation results are assessed via the so called Theil Inequality
Coefficient (TIC) which is defined by the following relationship [29]

TIC =

√
1

Nv
ΣNv
i=1 (ŷi − h (xi, ûi,pv))2√

1
Nv

ΣNv
i=1ŷ2

i +
√

1
Nv

ΣNv
i=1h (xi, ûi,pv)2

(3.28)

The TIC provides a basis of judgment regarding the degree of predictability of
a mathematical (estimated) model via a normalized metric between 0 and 1. A
value of TIC = 0 denotes a perfect match whereas TIC = 1 indicates the worst
case scenario, i.e., the mathematical model is not able to explain any of the
data. Values of TIC ≤ 0.25 correspond to accurate prediction for rigid wing
aircraft [101, 58]. Table 3.10 summarizes the TIC values for this work. Results
shows that the angle of attack α, pitch angle θ are pitch rate q are captured
with high accuracy as well as the airspeed response VT despite the uncertainties
mentioned above.

Table 3.10: Theil Inequality Coefficients
VT α θ q

TIC 0.04 0.20 0.21 0.15
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Figure 3.28: [Experimental data] Model structure assessment via validation
data set. The a priori pitch angle θ response is not shown due to its large
deviation w.r.t. the obtained experimental values.
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Figure 3.29: [Experimental data] Residual distribution analysis for the
validation data set with corresponding mean value µ and standard deviation σ.





Chapter 4

Optimization and Analysis of
Crosswind Flight Trajectories

Regardless of the system type, the airfoil is required to fly in cyclic patterns to
maximize net power produced per cycle. Additionally, AWESs need to be scaled-
up in order to be attractive for investments as well as to be competitive compared
to conventional wind turbines. However, due to the numerous variables that
need to be taken into account simultaneously, the computation of efficient and
feasible flight trajectories is not trivial. In many cases, non-optimized flight
paths are used as the basis of system sizing and performance prediction, and it
is not necessarily obvious how such performance compares with fully optimized
trajectories.
In this chapter it is shown how to compute optimized flight trajectories and
concurrently to assess the system efficiency prior to manufacturing and flight
tests. The proposed method provides an upper bound of expected performance
and it relies on the formulation of an Optimal Control Problem (OCP), where
the system dynamics are modeled as a set of Differential Algebraic Equations
(DAEs). The OCP is implemented using an open-source tool designed to
facilitate the formulation OCPs tailored to AWESs. The simulation data are
validated against real fight test experiments. Several scenarios are analyzed in
terms of control strategy, trajectory topology, trajectory shape, average power
output, and for different wind condition. Finally, the power curve of the case
study is carried out and its harvesting factor is analyzed.

91
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Outline

The chapter is organized as follows. Section 4.1 formulates an OCP that
aims towards the optimization of flight trajectories to maximize the average
power output. The mathematical model is described by an index-1 Differential
Algebraic Equation (DAE), path and boundary constrains are enforced in
agreement with the physical limitation of the case study, and to enforce the
periodicity condition, respectively. Within this section, it is also shown how
to systematically generate a reasonable initial guess, both using a lemniscate
and a circular trajectory, and the open-source tool used to formulation the
OCP is briefly introduced. In Section 4.2 the optimal control strategy for a
pumping mode AWES is shown and its average power output computed for
a specific wind condition. Subsequently, holding patterns that minimize that
power consumption during low wind conditions are carried out. Finally, the
lemniscate trajectory is compared w.r.t. a circular trajectory in terms of average
power output and size, and an hypothetical AWE wind farm configuration
is proposed to assess the power density per unit area for both cases. The
optimization tool is validated against a set of experimental data in Section 4.3.
Within such analysis, the discrepancy between an optimal open-loop solution
with a simulated closed-loop solution carried out using the actual FCC designed
by Ampyx Power B.V. is quantified. Finally, in Section 4.4 the power curve,
Annual Energy Production AEPs and harvesting factor are computed for the
case study by solving a sequence of optimal control problems for a range of
wind speeds.

4.1 Formulation of an OCP for AWES

In this section, a brief introduction to continuous time OCPs subject to DAEs
is provided. Subsequently, an OCP for maximum average power output is
formulated for the case study. Finally, it is shown how to efficiently initialize
the underlying optimization routine and the software implementation is briefly
described.
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4.1.1 Overview of continuous time OCPs

In an DAE setting, a continuous time OCP can be stated as follows [33]

minimize
x (·) , z (·) ,u (·)

∫ T

0
L (x (t) , z (t) ,u (t)) dt + M (x (T) , z (T)) (4.1a)

subject to F̄ (ẋ (t) ,x (t) , z (t) ,u (t)) = 0, t ∈ [0,T] (4.1b)

h (ẋ (t) ,x (t) , z (t) ,u (t)) ≤ 0, t ∈ [0,T] (4.1c)

r (x (0) ,x (T)) = 0 (4.1d)

with T the observation time, L (·) the integrand (Lagrange) term and M (·) the
terminal (Mayer) cost term. The OCP (4.1) is subject to a system described
by a set of fully-implicit DAEs (4.1b), path constraints (4.1c) which bound
the system dynamics in agreement with e. g. physical limitations, whereas
the boundary constraints (4.1d) embrace either fixed initial values or periodic
conditions as well as consistency constraints associated to the DAE formulation.
Within this work, continuous time OCP is addressed via direct approaches
[19], using collocation/transcription techniques [36, 51]. By means of direct
methods, (4.1) is approximated via a discretization procedure, and the
subsequent numerical solution is given by a large but finite-dimensional,
constrained optimization problem [15]. In particular, collocation methods
provide a discretized optimal solution for a selected number of collocation points,
approximating the differential states using interpolating polynomials of order k.
Nowadays, direct collocation techniques are widely implemented for solving
OCPs [19], particularly for aerospace applications [18], due to features which
allow to [33]

• obtain good numerical stability properties;

• robustly handle path and boundary constraints;

• deal with highly non-linear and/or unstable systems;

• retrieve an highly sparse NLP;

• handle stiff systems due to the A-stability property.

In particular, if a Radau collocation scheme is implemented [20], the collocation
method is additionally L-stable i. e. eigenvalues at −∞ can be handled within
this framework. As a consequence, transcription methods that implement Radau
collocation schemes are best suited for solving OCPs based on DAEs [46]. For
this application, a Radau scheme that uses k = 3 collocation points is chosen.
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4.1.2 Characterization of cost function

The main goal of an AWES is to maximize the average power output using
an efficient control strategy while simultaneously delivering feasible flight
trajectories in agreement with the system characteristics. By definition, the
mechanical average power PAV over a trajectory can be written as

PAV = 1
T

∫ T

0
Pm (t) dt (4.2)

where in this case the instantaneous mechanical power Pm (t) can be expressed
either using the rotational or translational variables, i. e.,

P (t) = Ė (t) = ftλ (t) · vl (t) = mtλ (t) · ωd (t) . (4.3)

If one assumes that for t = 0 the harvested energy E is equal to 0, then PAV
can expressed as a Mayer cost term within the OCP (4.1) as follows

PAV = M (x (T) , z (T)) = E (T)
T . (4.4)

In other words, the mechanical average power can be defined as a function of
the harvested energy evaluated at the final time T.
Beyond the maximization of the system performance, well designed flight
trajectories should preferably avoid aggressive maneuvers, high accelerations
that may provide unacceptable mechanical stress on the aircraft, tether damage
as well as significant side forces caused by high side slip angles. For these
reasons, the Lagrange cost term is formulated as follows

L (x (t) ,u (t)) = ‖u (t)‖2Σ−1
u

+
∥∥ω̇b (t)

∥∥2
Σ−1
ω

+ σ−1
β β2 (t) (4.5)

with Σ−1
u ∈ R4×4, Σ−1

ω ∈ R3×3, σ−1
β ∈ R the weighting matrices associated to

the control inputs, aircraft angular accelerations and side slip angle, respectively.
Finally, one also aims to harvest the maximum amount of energy within the
shortest but feasible time in order to to enhance the overall system efficiency.
As a consequence, the cycle duration T is considered as an optimization variable
within the OCP (4.1).



FORMULATION OF AN OCP FOR AWES 95

4.1.3 Characterization of the mathematical model

In Section 2.5 it was shown that the autonomous aircraft is constrained to evolve
in the manifold described by the consistency condition c (x(t)) = pn>pn−l2 = 0.
As a consequence, the mathematical model of a pumping mode AWES relies on
a set of DAEs, more precisely an index-3 DAE.
In order to deploy the obtained mathematical model within an OCP framework,
the index-3 DAE was converted into an index-1 DAE via an index reduction
procedure. The resulting model derived in Section 2.5 is newly shown below for
completeness:

Λ (x (t))
[
ẋ (t)
z (t)

]
− b (x (t) ,u (t)) = 0 (4.6)

with differential states x =
[
pn,vn,Rnb, ω

b, δ, l, vl, E
]> ∈ R24, control inputs,

u = [vδa , vδe , vδe , al]
> ∈ R4 and algebraic variable z = λ ∈ R, where the

matrices Λ (.) and b (.) are equal to

Λ (x (t)) =



I3 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ mI3 ∗ ∗ ∗ ∗ ∗ ∗ pn

∗ ∗ I3 ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ J ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ I3 ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ 1 −lrdωd

∗ pn> ∗ ∗ ∗ ∗ ∗ ∗ ∗


(4.7)

b (x (t) ,u (t)) =



Rnb · vb

Rnb ·
(
fb
t
λ

+ fb
tg

+ fb
ta

+ fb
a + fb

g

)
Rnb ·Ω

mb
a −

(
ωb × J · ωb)
vδ
vl
al
∗

−vn>vn + v2
l + lal


(4.8)

where ∗ denotes zeros of suitable dimensions. Additionally, in order to obtain
a meaningful solution consistency conditions (2.46) (2.56) and (2.4) must be
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fulfilled for t0 = 0, i. e. [47, 46, 15]:

0 = pn> (0) pn (0)− l (0)2 (4.9a)

0 = pn> (0) vn (0)− l (0) vl (0) (4.9b)

0 = Rnb (0) ·Rnb (0)> − I3. (4.9c)

Finally, the Baumgarte stabilization is used to deal with possible numerical
drifts (see Section 2.5.2).

4.1.4 Characterization of path constraints

Path constraints h (.) (4.1c) play an important role for obtaining meaningful
flight trajectories. In agreement with both flight envelope constraints and
physical limitations of the system, path constrains must be carefully chosen in
order to ensure reasonable prediction capability as well as enforce constraints
on states and/or control inputs. Furthermore, one should also aim to obtain
flight trajectories which allow the aircraft to operate close to some regime, such
that classical industrial controllers can perform well.
For this application, path constraints are chosen in agreement with the following
observations:

• Crosswind flight should be performed with high angles of attack α, since
the lift generated by the aircraft increases as a function α. However, an
upper bound of α is required to prevent stall phenomenon. Furthermore,
the modeled aerodynamic forces and moments presented in section 2.2.4
are valid only for attached flows, i. e., low angles of attack [37]. Therefore,
one should also bound α in a region where the aerodynamic model accuracy
is acceptable.

• As mentioned in Section 4.1.2, the side slip angle β must be either bounded
or penalized within the cost function to avoid additional drag [91]. Note
that, high values of β also involve a non-negligible coupling between
the lateral and longitudinal aircraft motions [99], and as a result the
complexity relative to the control system architecture would significantly
increase.

• The airspeed VT is bounded in agreement with the flight envelope
constraints [72]. It is worth to point out that stall phenomenon may
occur at any speed during tethered flights.

• Due to safety issues, the aircraft is constrained to operate above a minimum
altitude hmin [71].



FORMULATION OF AN OCP FOR AWES 97

• The tether tension ftλ needs to be upper bounded in order to limit
mechanical stress on the aircraft structure and tether severance. A lower
bound is also required to avoid tether sag effects that mainly arise during
the reel-in phase.

• The Euler angles of roll φ and pitch θ need to be limited for safety reasons,
to avoid possible collisions between tether and airframe, as well as to
simplify the control architecture relative to the aircraft attitude [95].

• Tether length l is constrained in agreement with its maximum length.

• Tether speed vl as well as tether acceleration al are bounded in agreement
with the winch characteristics.

• Angular velocity relative to the aircraft ωb is constrained according to
the flight envelope constraints.

• The pumping cycle time T may be bounded, in this case, analyzing the
duration of each loop within real flight tests.

Table A.10 collects both upper and lower bounds used within this chapter.

4.1.5 Characterization of boundary constraints

A generic AWES performs periodic cycles, hence, the boundary constraints
r (.) (4.1d) should contain the periodicity condition x (0) = x (T). Additionally,
consistency constraints associated to both the algebraic variable λ and the
orthonormality condition Ξc (Rnb(0)) must be included, too. It turns out that
such combination within an OCP framework produces a LICQ deficiency. In
short, LICQ is a condition required by the underlying NLP to fulfill the necessary
optimality criteria [46] and it is normally caused by redundant constraints.
In this case, the orthonormality condition Ξc (Rnb(0)) combined with the
periodicity constraint Ξp (Rnb(0),Rnb(T)), i. e.,

Ξc (Rnb(0)) = Rnb (0) ·Rnb
> (0)− I3 = 0 (4.10a)

Ξp (Rnb(0),Rnb(T)) = Rnb (0)−Rnb (T) = 0 (4.10b)

deliver LICQ deficiency since nine constraints are enforced (equal to the matrix
elements of Rnb) rather then three (the number of degree of freedoms associated
to the aircraft attitude). In order to preserve the LICQ condition, one can
enforce respectively three and six matrix elements for the periodicity and
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orthonormality condition, with specific patterns. According to [47, 110, 46], a
suitable combination of boundary constraints relative to (4.10) is given by

Ξ̃c (Rnb(0)) =

∗ · ·
∗ ∗ ·
∗ ∗ ∗

 = 0 (4.11a)

Ξ̃p (Rnb(0),Rnb(T)) =

· ∗ ∗· · ∗
· · ·

 = 0 (4.11b)

where ∗ denotes the only matrix elements subject to constraints.
Equations 4.11 are augmented with the additional boundary condition x̃ (0)−
x̃ (T) = 0 where x̃(t) is a subset of the state vector x(t) and equal to

x̃(t) =
[
pn(t) vb(t) ωb(t) δ(t)

]> (4.12)

Finally, in agreement with the Mayer cost term shown in (4.4), the energy state
E is set to zero for t = 0.
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4.1.6 Formulation of an OCP for trajectory optimization

In summary, an OCP tailored for AWES to obtain feasible trajectories which
maximize the average mechanical power output can be stated as follows

minimize
x (.) , z (.) ,u (.) ,T

∫ T

0

(
‖u (t)‖2Σ−1

u
+
∥∥ω̇b (t)

∥∥2
Σ−1
ω

+ σ−1
β β2 (t)

)
dt− E (T)

T
(4.13a)

subject to Λ (x (t))
[
x (t)
z (t)

]
− b (x (t) ,u (t)) = 0,t ∈ [0,T] (4.13b)

h (t) ≥ hmin, t ∈ [0,T] (4.13c)

αmin ≤ α (t) ≤ αmax, t ∈ [0,T] (4.13d)

VTmin ≤ VT (t) ≤ VTmax , t ∈ [0,T] (4.13e)

ftmin ≤ ftλ (t) ≤ ftmax , t ∈ [0,T] (4.13f)

φmin ≤ φ (t) ≤ φmax, t ∈ [0,T] (4.13g)

θmin ≤ θ (t) ≤ θmax, t ∈ [0,T] (4.13h)

lmin ≤ l (t) ≤ lmax, t ∈ [0,T] (4.13i)

vlmin ≤ vl (t) ≤ vlmax , t ∈ [0,T] (4.13j)

almin ≤ al (t) ≤ almax , t ∈ [0,T] (4.13k)

ωb
min ≤ ωb (t) ≤ ωb

max, t ∈ [0,T] (4.13l)

δmin ≤ δ (t) ≤ δmax, t ∈ [0,T] (4.13m)

vδmin ≤ vδ (t) ≤ vδmax , t ∈ [0,T] (4.13n)

x̃ (0)− x̃ (T) = 0, (4.13o)

Ξ̃p (Rnb(0),Rnb(T)) = 0, (4.13p)

c (x(0)) = 0, ċ (x(0)) = 0, (4.13q)

Ξ̃c (Rnb(0)) = 0, E (0) = 0. (4.13r)
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where (4.13b) denotes the mathematical model described as an index-1 DAE
and shown in (2.60). The inequalities from (4.13c) to (4.13n) correspond to
the path constraints described in Section 4.1.4. Boundary constraints are
characterized by the periodicity conditions (4.13o) and (4.13p). Finally, the
consistency constraints are described by (4.13q) and (4.13r).

4.1.7 Algorithm initialization

Flight trajectory optimization of a rigid wing pumping mode AWES involve
a strongly non-convex OCP due to the nonlinear and coupled dynamics yield
by the mathematical model. As a consequence, the OCP (4.13) needs to be
carefully initialized with a suitable initial guess.
One way to obtain an initial guess is either by numerical simulation using a
complex hierarchical control system as in [95] or by experimental data, though,
both approaches are rather time consuming and costly. A much more efficient
way that allows to systematically generate a reasonable initial guess is via an
homotopy strategy [54, 48].
An homotopy procedure aims towards the formulation of a relaxed OCP to
obtain an optimal solution which can be used as initialization for (4.13). In
this case, the main nonlinearity contained in the dynamic equations (2.60) is
provided by the body forces and moments, hence, one can significantly relax the
overall problem by replacing them with augmented forces fb

aug and moments
mb

aug that are equal to[
fb
aug

mb
aug

]
= ζ

[
fb
t + fb

a + fb
g

mb
a

]
+ (1− ζ)

[
fb
p

mb
p

]
(4.14)

where fb
p ∈ R3×1, mb

p ∈ R3×1 correspond to the pseudo forces and moments,
whereas ζ ∈ R denotes the homotopy parameter.
Subsequently, one needs to formulate a new OCP that resembles (4.13), though,
based on a mathematical model with augmented forces and moments as in
(4.14), Mayer term M(·) equal to zero and Lagrange term L equal to

L
(
pn, fb

p ,mb
p
)

= ‖pn (t)− pn
ref (t)‖2 +

∥∥fb
p
∥∥2 +

∥∥mb
p
∥∥2
. (4.15)

Starting from the fully relaxed problem (ζ = 0), the modified OCP can be
initialized even with a poor initial guess. Within this work, two common types
of trajectories are taken into account: lemniscate and circular trajectories.
A pseudo-code for initial trajectories generation is provided in Algorithm 1. The
routine requires as inputs the number of discretization intervals N, duration T
and trajectory topology (’lemniscate’ or ’circular’), while the corresponding
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outputs are the initial position pn, translational velocity vn (both in NED
frame) and DCM Rnb.
Exemplary, Figure 4.1 shows the initial trajectory generated by the routine
based on Algorithm 1 with N = 60, T = 44 s and trajectory = ′lemniscate′.
The homotopy procedure is then applied, where the parameter ζ is gradually
increased so that for ζ = 1 only the original forces and moments are contained
in the system dynamics.

Algorithm 1 Algorithm Initialization
function [pn,vn,Rnb] = initializeOCP(N,T, trajectory)

Let pn[1 . . .N],vn[1 . . .N],Rnb[1 . . .N] be new arrays
rt = 300 . lemniscate/circle radius [m]
lmax = 450 . maximum length between winch and trajectory [m]
hmin = 100 . minimum altitude [m]
lc =

√
lmax

2 − rt2 . length between winch and center of trajectory [m]
Θ = arcsin(rt/lmax) + arcsin(hmin/lmax) . elevation angle [rad]

Ry =

 cos Θ 0 sin Θ
0 1 0

− sin Θ 0 cos Θ


for k = 1 to N + 1 do

parameter = (k − 1)/N
Ψ = (2π · parameter− π)
Ψ̇ = 2π/T
if trajectory = ′lemniscate′ then

pn[k] = Ry ·
[
lc rt · sin(Ψ) −(rt/2) · sin(2Ψ)

]>
vn[k] = Ry ·

[
0 rt · cos(Ψ) · Ψ̇ −rt cos(2Ψ) · Ψ̇

]>
else if trajectory = ′circular′ then

pn[k] = Ry ·
[
lc (rt/2) · sin(Ψ) (rt/2) · cos(Ψ)

]>
vn[k] = Ry ·

[
0 (rt/2) · cos(Ψ) · Ψ̇ −(rt/2) · sin(Ψ) · Ψ̇

]>
end if
ex[k] = vn/‖vn‖ . aircraft body x-axis
ez[k] = −pn/‖pn‖ . aircraft body z-axis
ey[k] = ez × ex . aircraft body y-axis
Rnb[k] = [ex, ey, ez] . Build DCM

end for
end function
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Figure 4.1: Initial trajectory generated by the Algorithm 1 with N = 60, T = 44
and trajectory = ′lemniscate′.
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4.1.8 Algorithm implementation

Within this work, the OCPs are computed using OpenAWE [62], an open-
source tool for the Matlab/Octave Environment. OpenAWE is implemented
using object oriented programming and it contains a library for modeling
components of a typical AWES such as aircraft, winch, and tether. More
precisely, two types of tether models are provided: a straight-line tether
for flight trajectory optimizations and a static tether approximation that is
capable of representing the tether shape, e.g., for launch and landing trajectory
optimizations [66]. OpenAWE is built upon an open-source optimal control
library named OpenOCL [63] and based on CasADi [10]. In short, the
continuous-time optimization problem is discretized and formulated as a NLP
automatically by OpenOCL using direct collocation techniques [20]. The
resulting NLP is subsequently solved by IPOPT [104] with linear solver MA27
[56]. In [64] it is possible to find a simplified, non-confidential version of the
proposed work based on the case study.

4.2 Flight trajectory analysis

Within this section, an optimal control strategy with the corresponding flight
trajectory is shown for nominal wind conditions. Further, a reverse pumping
strategy which minimizes the power output via holding pattern during low wind
conditions are obtained. The lemniscate trajectory is subsequently compared to
a circular trajectory in terms of control strategy, average power output, and
trajectory size.

4.2.1 Optimal control strategy

The OCP (4.13) is initialized using the homotopy strategy described in
Section 4.1.7 with the initial guess shown in Figure 4.1. A wind speed measured
at the anemometer height ha equal to wha = 8 m/s and northern wind direction
is assumed. The obtained optimal control strategy for a rigid wing pumping
mode AWES is depicted in Figures 4.3, 4.2, 4.4, 4.5. As expected, an optimal
control strategy suggests to perform crosswind flight with high angle of attack
α, high airspeed VT and maximum (allowable) roll angle φ. As a result, the lift
generated by the aircraft causes a high tension which is used to unroll the tether
with speed vl. The corresponding winch angular speed ωd = vl

rd
and torque

mλ produce a certain amount of mechanical power Pm that is subsequently
converted to electrical power Pe by the generator.
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The reel-in (power consumption) phase arises between ≈ 11 s and ≈ 25 s (see
left corner of Figure 4.3). During this phase, the angle of attack decreases
simultaneously with the pitch angle and airspeed, while the tether tension
drops and the aircraft climbs up to a predefined altitude h. Simultaneously, the
winch rolls up the tether with low tension (hence low power consumption) and
maximum angular speed. Afterwards, a new reel-out (power production) phase
occurs by a fast change in the pitch angle.
Note that a further reel-in phase occurs also between ≈ 35 s and ≈ 40 s which
corresponds to the right corner of the flight trajectory. After the power
production phase, the aircraft must regain altitude, but the kinetic energy
is not sufficient to restore the desired altitude, due to dissipative effects coming
from aerodynamic drag of both tether and aircraft. As a consequence, during
the climbing phase the aircraft slows down and the winch is prone to perform an
additional reel-in phase to prevent loss of airspeed of the aircraft. Such behavior
has also been experienced within real crosswind flight tests as described in [95].
Along the entire trajectory the angle of side slip β is kept close to zero as
required. Ultimately, assuming that the case study adopts the control strategy
described above, the expected average power output PAV is roughly 4.6 kW.
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Figure 4.2: Optimal solution relative to the angle of roll φ and pitch θ for a
rigid wing pumping mode AWES. Path constraints are shown in dash dot grey
line.
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Figure 4.3: Optimal trajectory for a rigid wing pumping mode AWES in
3D (lemniscate pattern). The blue tether corresponds to the reel-in (power
consumption) phase, while the orange tether denotes the reel-out (power
production) phase. The main reel-in phase arises in the left corner, though,
a further reel-in phase occurs in the right corner so as to prevent the loss of
airspeed of the airborne component.



106 OPTIMIZATION AND ANALYSIS OF CROSSWIND FLIGHT TRAJECTORIES

0 5 10 15 20 25 30 35 40 45 50
300

400

500

[m
]

0 5 10 15 20 25 30 35 40 45 50

-10

0

10

20

[m
/s

]

0 5 10 15 20 25 30 35 40 45 50

15
20
25
30
35

[m
/s

]

0 5 10 15 20 25 30 35 40 45 50

-5

0

5

10

[d
eg

]

0 5 10 15 20 25 30 35 40 45 50

time [s]

0

0.5

1

1.5

[k
N

]

Reel-in phase

Figure 4.4: Optimal solution relative to tether length l, tether speed vl, airspeed
VT, angle of attack α, angle of side slip β and tether tension ftλ for a rigid wing
pumping mode AWES. Path constraints are shown in dash dot grey line.
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a rigid wing pumping mode AWES. Under optimal conditions, the expected
average power output PAV is roughly 4.6 kW
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4.2.2 Reverse pumping mode

AWES are designed to operate within a large range of weather conditions, though,
whenever the wind speed approaches zero the amount of energy consumed during
the reel-in phase might exceed the amount of energy generated during the reel-
out phase. One might then prefer to land until favorable wind conditions
occur. However, launching and landing techniques for a tethered aircraft require
sophisticated and expensive startup methodology, e. g., rotating arm mechanisms
as described in [41]. Launch and landing mechanisms such as a pneumatic
catapult are also investigated by Ampyx Power B.V. and shown in [7].
Alternatively, one can design a suitable control strategy that minimizes the
power consumption during low wind conditions by means of holding trajectories.
Such control strategy can be easily retrieved by solving the OCP (4.13) under
the assumption of wha sufficiently close to zero. The obtained flight trajectory
with wha = 0.1 m/s is depicted in Figure 4.7, whereas the corresponding control
strategy is shown in Figure 4.6.
One can observe that the winch inserts kinetic energy into the system by pulling
the tether to keep the aircraft aloft. In order to minimize the tether drag, the
flight trajectory converges at the minimum allowable altitude (hmin = 100m)
above the winch. Simultaneously, the aircraft glides constantly at high angle of
attack so that a certain amount of lift is always produced, whereas the airspeed
increases when the tether is pulled by the winch. The gained kinetic energy is
then converted into potential energy in a cyclical way. Such periodical cycle
with a negative net energy is known in the literature as reverse pumping mode
[44]. For this simulation, results shows that the case study consumes in average
PAV ≈ 760 W to keep the aircraft airborne via an optimal holding trajectory.
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Figure 4.6: Optimal solution relative to tether speed vl, airspeed VT, angle of
attack α, angle of side slip β and tether tension ftλ and mechanical power Pm
for low wind conditions. Path constraints are shown in dash dot grey line.
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Figure 4.7: Optimal holding pattern in 3D for low wind conditions. The blue
tether corresponds to the reel-in (power consumption) phase, while the orange
tether denotes the reel-out (power production) phase.
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4.2.3 Lemniscate versus circular optimal trajectory

In the AWE field, two common trajectory typologies are considered: lemniscate
and circular trajectory. On the one hand, a circular trajectory is often preferred
in practice for its simplicity, though, the winch must be equipped with a swivel
mechanism in order to avoid tether winding issues. On the other hand, a
lemniscate trajectory avoids swivel mechanisms, though, the aircraft might be
subject to high angular accelerations [48]. In this subsection, lemniscate and
circular optimal trajectory are compared in terms of average power output and
size.
Since a common goal for an AWES is the maximization of the average power
output PAV, one may wonder if PAV is sensitive to the trajectory topology, in
other words if a trajectory can deliver a higher PAV when using a different
topology. For this purpose, let us solve the OCP in (4.13) with boundary
conditions equal to Section 4.2.1, but using a circular trajectory as initial guess
(see Section 4.1.7). The obtained optimal circular trajectory for the case study
is depicted in Figure 4.10. Despite the difference in terms of topology, both
trajectories exhibit the same control strategy that is described in Section 4.2.1.
Furthermore, in both cases the average power output PAV is close to 4.5kW,
as shown in Figure 4.8. Therefore, under the assumption of equal boundary
conditions, a rigid wing pumping mode AWES harvests the same amount of
energy over the time T regardless of the topology of the flight trajectory.

Figure 4.8: Average power outputs comparison with normalized time between
lemniscate and circular trajectory.
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Figure 4.9: Optimal solution relative to tether length l, tether speed vl, airspeed
VT, angle of attack α, angle of side slip β and tether tension ftλ for a circular
flight trajectory. Path constraints are shown in dash dot grey line.
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Figure 4.10: Optimal trajectory for a rigid wing pumping mode AWES in
3D (circular pattern). The blue tether corresponds to the reel-in (power
consumption) phase, while the orange tether denotes the reel-out (power
production) phase.
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4.2.4 Size trajectory comparison and AWE wind farm

In order to generate a noticeable amount of energy, AWES need to be arranged
in so called wind farms, i. e. a set of AWES installed at the same location with
a specific layout. As shown in Figure 4.11, for conventional wind farms it is
common practice to introduce spacing between wind turbines equal to 14 lB in
the wind prevalent direction and 8 lB in the transverse direction with lB the
blade length, so that the wake effects are minimized [96].

Figure 4.11: Layout of conventional wind farms [38]. lB denotes the blade
length.

A standardized layout for AWE farms is object of ongoing research, though, it is
expected that wake losses are quite limited in comparison to conventional wind
turbines. As a consequence, the spacing between AWES can be significantly
reduced so that the surface power density (MW/km2) is enhanced. Additionally,
one can compare the flight trajectories obtained in Section 4.2.3 and Section 4.2.1
to assess which topology may require less surface. It turns out that despite
both trajectories theoretically produce the same amount of power, the circular
trajectory is less wide than the lemniscate trajectory (see Figure 4.13). As a
consequence, in an AWE farm, circular trajectories can deliver a higher surface
power density compared to lemniscate trajectories. Exemplary, let us consider
the layout proposed in [67] with a facility density of 1.2/lmax

2 where lmax is
the maximum tether length. The layout implicitly assumes that the aircraft
trajectories do not interfere each other with additional safety margin. Results
show that for this specific set-up, circular trajectories can reduce up to ≈ 40%
of area required compared to lemniscate trajectories, see Figure 4.12.
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Figure 4.12: AWE farm layout with facility density of 1.2/lmax
2 for a given

wind direction proposed in [67]. lmax denotes the maximum tether.
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Figure 4.13: Size comparison between lemniscate and circular trajectory under
equal boundary conditions.
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4.3 Algorithm validation

In general, AWES need to be scaled-up in order to be competitive with respect
to conventional wind turbines. Such process is not trivial and it requires several
iterations due to the numerous variables that need to be taken into account
simultaneously. Within this framework, mathematical tools that are able to
compute both feasibility and average power output assessments for a plant with
specific physical properties are crucial for scaling-up purposes.
One way to systematically address such analysis is through the OCP
implemented within this chapter. Basically, if the mathematical model taken
into account in the OCP (4.13) is sufficiently accurate, the obtained optimal
solution will correspond to a feasible trajectory with a certain average power
output. As a result, one can obtain an insight regarding the system performance
without actual experiments.
However, solutions that are carried out via an optimal control approach are based
on strong assumptions, such as the mathematical formulation which describes
the system dynamics of the real plant is fully free from model mismatch and
parametric uncertainty. Additionally, one implicitly assumes that the plant
operates in a disturbance-free scenario. Hence, if these assumptions were true,
the real plant can operate in open-loop, i. e., no feedback controls are required.
In the previous chapters, it was shown that the mathematical representation
of an AWES is subject to many uncertainties and it relies on several model
assumptions. Further, the system operates in a gusty environment. As a
consequence, the model prediction deviates from the actual plant behavior. In
order to deal with such model-plant mismatch issues, it is common practice
to design ad-hoc feedback control systems with specific margins of robustness.
Therefore, in a real environment the plant operates in closed-loop, though,
from classical control theory it is well know that robust feedback laws involve a
degradation of the overall system performance. Additionally, industrial control
systems are often tuned via heuristic techniques which may lead to further
performance losses. In this case, the average power output obtained via a
closed-loop solution is reduced w.r.t. its equivalent optimal open-loop solution.
Ideally, for validation purposes one should compare the OCP outcome with
experimental data sets where the reference input tracking is a computed optimal
flight trajectory. Unfortunately, only experimental data sets carried out with
non-optimal, though well tuned flight trajectories are available. In this case, one
can still validate the optimal outcomes by initializing the OCP (4.13) with a
simulated closed-loop solution obtained by the actual Flight Control Computer
(FCC). Subsequently, the system performance can be compared in terms of
average power output. Validation results are then satisfactory if the deviation
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of the average power output PAV between the open and closed-loop trajectory
obtained in a simulation environment is roughly equal to the corresponding
deviation obtained within a real environment.
In agreement with the considerations mentioned above, let us initialize the
OCP (4.13) with a solution obtained in closed-loop using the highly accurate
simulator designed by Ampyx Power B.V. [3]. The closed-loop simulation is
carried out under realistic atmospheric conditions and using the actual control
system embedded in the FCC. In this case, homotopy strategies are not required
since the initial guess is already a feasible solution.
In Figure 4.14, 4.15, 4.16 the initial guess (closed-loop simulation) is compared
with the corresponding optimal open-loop solution. The OCP converges to a
wider trajectory with a slightly higher elevation angle compared to the closed-
loop simulation retrieved by tracking a flight trajectory heuristically tuned. In
both cases a second reel-in phase occurs at the left trajectory corner to counteract
the loss of airspeed relative to the airborne component, and eventually to avoid
slack phenomena in the tether.
In an optimal scenario the expected average power output PAV is roughly
4.6 kW, whereas in a sub-optimal scenario characterized by a cascade control
architecture described in [95], with reference input tracking a flight trajectory
tuned with heuristic techniques, the performance are reduced by the ≈ 10%
w.r.t. the optimal scenario. Such loss of performance is attributed primarily to
the tracker controllers relative to the tether tension and the angle of attack (see
Figure 4.15). The tension controller is based on an indirect control of the tether
tension by means of the winch speed, and results show that there a margin of
improvement in terms of system efficiency by performing a better tuning of
the control gains. As far as it regards the angle of attack, it turns out that
from a practical point of view the designing of a controller that is able to hold
constantly the angle of attack during crosswind flights is rather difficult. As a
results, the lift generated during the power generation phase is not uniform and
with a minor magnitude w.r.t. the optimal scenario.
Once the gap between the optimal open-loop trajectory and the closed-loop
simulation performed with the actual set-up is known, the optimal solution
is measured against real crosswind flights. For the purpose of validation, the
mechanical average power output PAV is taken into account. The experimental
data set is retrieved from [95] and they are shown in Figure 4.17 compared to
optimal values obtained via the OCP (4.13).
For this application, results show that the actual system performance is reduced
by roughly 15% w.r.t. the predicted optimal behavior, where ≈ 10% are
associated to the controllers performance, whereas the remaining 5% are caused
by communication latencies between the aircraft and the ground station, and
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turbulence [95]. Further, various model-plant mismatches act on the overall
system performance, e. g., due to the simplification of the wind shear, inaccuracy
in the aerodynamic properties as well as tether dynamics approximation with
corresponding drag assumed within this work. Nevertheless, the error between
the actual and the predicted system performance is acceptable.

Figure 4.14: Comparison in 3D between optimal open-loop trajectory (left) and
simulated closed-loop trajectory (right) used as initial guess with average wind
speed at operating altitude w(h) ≈ 10 m/s. In the open(closed)-loop solution
the reel-in phase is denoted with blue(pink) tether, whereas the orange(green)
tether corresponds to the reel-out phase. The main reel-in phase arises in the
right corner (picture view), though, a further reel-in phase occurs in the left
corner to prevent loss of airspeed of the airborne component.
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Figure 4.15: Comparison between optimal open-loop (blue) and closed-loop
simulation (orange) used as initial guess. From the top it is shown in normalized
time scale the tether length l, tether speed vl, airspeed VT, angle of attack
α, angle of side slip β (dot lines) and tether tension ftλ . Path constraints are
shown in dash dot grey line. In both cases a second reel-in phase occurs in
order to prevent the loss of airspeed of the aircraft. The pumping cycle time
is T ≈ 50 s and T ≈ 43 s for the optimal and initial trajectory, respectively.
Finally, as far as it regards the angle of side slip β, on the one hand its value
is kept close to zero (as required) along the entire optimal trajectory. On the
other hand, the control system designed by Ampyx Power B.V. is capable to
bound β under realistic atmospheric conditions.
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Figure 4.16: Mechanical power Pm comparison between optimal open-loop
trajectory and closed-loop simulation with corresponding average power output
PAV, with normalized time scale. The tether speed vl and tether tension
ftλ produce a certain amount of mechanical power Pm that is subsequently
converted to electrical power Pe by the generator. Under optimal conditions,
the expected average mechanical power output PAV is roughly 4.6 kW, whereas
it is expected that the current control system implemented by Ampyx Power
B.V. causes a loss of performance ≈ 10% w.r.t. the optimal scenario.
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4.4 Performance analysis

Reliable tools capable of computing performance analyses of an AWES prior to
real experiments are crucial for viability assessments for scaling-up purposes.
Similarly to conventional wind turbines, AWES performance can be evaluated
analyzing their corresponding power curves, i. e., the net power produced along
a range of wind speeds. However, in contrast to other wind energy conversion
systems, the net electrical power output of an pumping mode AWES refers to
the average power that the system can generate over the whole pumping cycle
under optimal conditions [52].
In principle, power curves can be very costly to compute for a given AWES,
since numerous variables need to be taken into account simultaneously, e. g.,

• maximum sustainable tension within the reel-out (power production)
phase;

• power consumption during the reel-in phase;

• duration of reel-in and reel-out phase per loop;

• aerodynamic characteristics such as lift and drag curve of the airborne
component;

• elevation angle and tether length.

Within an optimization framework, the power curve can be systematically
obtained by solving a sequence of OCPs (4.13) for a range of wind speeds. The
OCPs take into account equal wind shear, though, with different wind speed
magnitudes that are varied by the wind speed measured at the anemometer
height wha (see (2.1)). Once the first OCP is solved, the subsequent OCP can
be initialized with the previous solution and for a different value of wha .
In Figure 4.18, an example of trajectories associated to the cases of low, medium
and high wind conditions is shown. During low wind conditions, the plant
operates with a high elevation angle, whereas the aircraft flies close to the
winch so as to reduce the drag associated to the tether. By increasing the wind
speed, the elevation angle decreases and the aircraft performs crosswind flights
adopting a control strategy described in Section 4.2.1. With a further increment
of the wind speed, the plant is prone to operate newly with a high elevation
angle, though, far from the winch in order to limit the tension in the tether,
whereas the flight trajectory is wider with a longer reel-in phase w.r.t. to the
previous case.
Figure 4.19 shows the power curve relative to the case study, evaluated within
a range of wha from 0 m/s to 20 m/s with a step size of 1 m/s and interpolated
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subsequently. Note that the x-axis corresponds to the average wind speed at
operating altitude wAV(h). The power curve is divided into four parts. Between
zero and the cut-in wind speed, w(h) ≈ 4 m/s, the aircraft is kept aloft using
optimal holding patterns via a reversed pumping strategy. In this case, the
net power output produced along the flight trajectory is negative due to low
wind conditions (see Section 4.2.2). From the cut-in wind speed onwards, power
production reaches its maximum value of ≈ 9 kW for w(h) ≈ 22 m/s. In the
third part, system performance slightly decreases due to a higher investment in
terms of both time and energy required during the reel-in phase. Beyond the
cut-out speed w(h) ≈ 25m/s, it is assumed that the plant does not operate for
safety reasons, hence, no power is produced.

Figure 4.18: Example of trajectories associated to the cases of low, medium and
high wind conditions. The grey arrows denote the wind direction.

The system performance is further assessed by means of the Power Harvesting
Factor ξ, which is defined for a specific average wind speed wAV(h) at operating
altitude h read as

ξ = PAV

PS
(4.16)

where PS denotes the wind power that flows through the cross sectional area of
size equal to the aircraft wing area S, i. e.,

PS = 1
2 ρS wAV

3 (h) . (4.17)
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Figure 4.19: System performance expressed in power curve. In the y-axis,
optimal average mechanical power PAV (blue dot line), theoretical power
produced by a wing of area A (orange line), and power harvesting factor
ξ (dash-dot red line) versus average wind speed at operating altitude w(h)
(x-axis).

Nowadays, conventional wind turbines have a Power Harvesting Factor of
approximately 5.5 [31]. For the case study, the maximum Power Harvesting
Factor ξmax is ≈ 3.5 and it occurs at wAV(h) ≈ 6.5 m/s, as also depicted in
Figure 4.18. Such a low value is not surprising since the plant considered within
this work is used as a case-study for testing and verification purposes only.

4.4.1 Annual energy production and capacity factor

Once the power curve is known, one can obtain an estimation of the Annual
Energy Production (AEP) that takes into account the wind variations through
distribution functions. The probability of occurrence of a given wind speed
w can be well described in most locations by a Weibull probability density
function g(·) equal to

g(w) = k
wm

(
w

wm

)k−1
· e−( w

wm )k (4.18)
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where k is a unit-less shape parameter, and wm a scale parameter given in m/s.
Typical values of k are between 1.5 and 2, whereas wm is proportional to the
average wind speed wAV [76]. Both parameters can be tuned based on either
previous measurements related to a specific location or using the international
standard IEC 61400-12-1 [57]. Exemplary, the wind distribution wind class-1A
shown in Figure 4.20 is considered within this work [79].

Figure 4.20: Wind class-1A density function with corresponding cumulative
distribution function.
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The AEP of an AWES is then calculated by integration of the product between
the power curve (see Figure 4.19) and the wind distribution (4.18). The outcome
regarding the case study under the assumptions of optimal crosswind flights is
depicted in Figure 4.21.
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Figure 4.21: Power Production per year relative to the case study. The blue
area denotes the total energy used to keep the aircraft airborne during low wind
conditions, whereas the green area correspond to the total energy harvested.

It turns out that the energy produced over one year by a small pumping mode
AWES with wing area of 5.5 m2 is approximatively 35 MWh. Such analysis also
reveals that the relative cost, i.e. the ratio between the energy consumption to
keep the system aloft (using a reverse optimal pumping strategy) and the total
energy harvested by the system is ≈ 1.5%. Therefore, the choice to continue
flying during low wind conditions can potentially avoid the need for costly and
time consuming launch and landing procedures compared to a negligible amount
of energy used to keep the aircraft airborne [72].
Additionally, if one assumes that the energy has a time-independent tariff, it
is possible to describe the performance of a system by the so called capacity
factor CF defined as the ratio between the actual energy produced over a year
(EAEP), and the potential maximum power output Pmax if it were possible for
the AWES to operate at full capacity continuously over one year, i. e.,

CF = EAEP

8760 · Pmax
(4.19)
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where 8760 is the number of hours per (non-leap) year. Conventional wind
turbines have a CF between 30% and 35% [76]. For such AWES, the capacity
factor is equal to 42.5 %.
In conclusion, AEP and CF can be augmented with further analysis related to
Operating and Maintenance costs (O&M), various market factors and economic
viability indicators. For more details the reader is referred to [76].



Chapter 5

Conclusions

This work focused on the identification of aerodynamic models and trajectory
optimization with subsequent performance assessment of a rigid wing pumping
mode Airborne Wind Energy System (AWES). The proposed methods were
validated against experimental data obtained using a 5.5 m wing span prototype
designed by the Dutch company Ampyx Power B.V. [3].
In Chapter 2, the mathematical formulation of a rigid wing AWE pumping
system suitable for system identification and Optimal Control Problems (OCPs)
has been presented. Each system component was described separately via
Newtonian mechanics, whereas the tether was modeled as a rigid link and
with an approximation of its aerodynamic characteristics. Finally, the overall
mathematical model was formulated as a set of Differential Algebraic Equations
(DAEs).
In Chapter 3, successful flight test campaigns that aim towards the identification
of aerodynamic models of a high lift, autonomous aircraft have been presented. A
comprehensive non-linear mathematical model for system identification purposes
was introduced underlying model assumptions. The flight test procedures have
been described, and in order to both simplify the overall system modeling and
to avoid disturbances caused by possible tether vibrations, the flight tests were
performed untethered, with fixed airspeed and straight direction. Further, the
excitation signals were carried in open-loop and with propeller switched off to
improve the Signal-to-Noise Ratio (SNR), though, a flight envelope protection
was designed to avoid loss of stability with subsequent crash of the vehicle.
A set of three experiments relative longitudinal dynamics were collected via
conventional excitation signals widely used within the aerospace field, i. e. the
3-2-1-1 maneuver, and guideline on how to heuristically tune such maneuver
was provided.
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Within this chapter, it was also shown how to design optimal experiments that
aim to reduce the number of flight tests by reducing the parameter uncertainties
using optimized maneuvers, and simultaneously enforcing safety constrains. The
optimized experiments were carried out for the roll, pitch and yaw dynamics for
the steady state wing level trim condition. The Optimum Experimental Design
(OED) problem was initialized using a priori aerodynamic derivatives obtained
via lifting line methods augmenting them with previous flight test campaign. In
all cases the proposed OED leaded to a bang-bang type input signal with finite
slope. The optimal solutions were compared with the 3-2-1-1 maneuvers and
their estimation performance were assessed by the Cramen Rao Lower Bound
(CRLB). On the one hand, simulation results have shown that optimal inputs
are able to reduce the estimation uncertainty more than well tuned 3-2-1-1
maneuvers. On the other hand, experimental results have demonstrated that
given a fair accuracy of the a priori model, the open-loop aircraft response is
bounded within the prescribed constraints. Note that, for safety reasons the
optimal aileron sequence was not carried out completely. In any case, it is
advisable to apply conventional signal inputs during the preliminary stage of
the flight test campaign where high inaccuracies might be present.
Once the experimental data were collected, the aircraft aerodynamic model
was identified via a Model-Based Parameter Estimation (MBPE) algorithm. In
order to deal with turbulence effects, aerodynamic derivatives were estimated
within one single large-scale optimization problem which takes into account
all collected data carried out by both conventional and optimized maneuvers
for a given steady state wing-level trim condition. The identified model was
assessed by a time domain model validation, residual distribution analysis and
Theil Inequality Coefficients (TIC). Estimation results have brought to light
that aerodynamic model identification via flight tests are able to improve the
predictive capability of low fidelity a priori models for a high lift, rigid wing
aircraft. However, baseline (a priori) models are equally important to deal
with non identifiable dynamics as well as for designing maneuvers for system
identification purposes.
In Chapter 4, flight trajectories relative to the case study have been obtained
through solution of an Optimal Control Problem (OCP) based on a mathematical
model described by an index-1 DAE. System characteristics and path constraints
were defined in agreement with the actual plant. The OCP was formulated
within the open-source toolbox OpenAWE [62], and a non-confidential version
of the optimization tool has been released.
The OCP was validated against a set of experimental data in terms of mechanical
average power output. Within such analysis, the discrepancy between an
optimal open-loop solution with a simulated closed-loop solution carried out
using the actual Flight Control Computer (FCC) designed by Ampyx Power
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B.V. was quantified. On the one hand, it turns out that non-optimal flight
trajectories combined with a cascade control architecture characterized by
industrial controllers can achieve performances close to the optimal scenario.
On the other hand, it was shown that the system efficiency might be further
enhanced by improving the controllers performance relative to the angle of
attack and tension control. For this specific application, the performance losses
were ≈ 15% compared to the optimal scenario.
A lemniscate trajectory was compared with a circular trajectory under equal
boundary conditions, showing that in both cases the same amount of energy is
harvested per loop, in other words, the system performance does not depend on
the trajectory topology. However, circular trajectories may potentially deliver a
higher surface power density due to a smaller width of the pattern.
Ultimately, by solving a sequence of optimal control problems for a range of wind
speeds, the power curve and harvesting factor were systematically obtained for
the case study. Within such analysis, it was demonstrated how the optimization
tool suggests to perform holding patterns with minimum allowable altitude and
close to the ground station for low wind conditions so as to minimize the tether
drag and consequently the power losses. Further, simulation results have shown
that the choice to continue flying during low wind conditions can potentially
avoid the need for costly and time consuming launch and landing procedures
compared to a negligible amount of energy used to keep the aircraft airborne. In
contrast, for high wind speeds it is advisable to increase both the tether length
and elevation angle to limit the tension that arises on the airframe during the
power generation phase.
In conclusion, it has been shown that many decision tasks relative to the scaling
up of an AWES can be significantly facilitated with the proposed tool.
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Table A.1: friction coefficient cf for various terrain types [81].

Terrain characteristics cf [−]
Smooth hard ground, calm water 0.10
Tall grass on level ground 0.15
High crops, hedges and shrubs 0.20
Small town with trees and shrubs 0.30
Large city with tall buildings 0.40

Table A.2: Physical properties of the aircraft designed by Ampyx Power B.V.
[3].

Name Symbol Value Unit
Mass m 36.8 [kg]
Moment of inertia Jx 25 [kg ·m2]
Moment of inertia Jy 32 [kg ·m2]
Moment of inertia Jz 56 [kg ·m2]
Cross moment of inertia Jxz 0.47 [kg ·m2]
Reference wing span b 5.5 [m]
Reference chord c̄ 0.55 [m]
Reference wing area S 3 [m2]
Aspect ratio AR 10 [−]
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Table A.3: Polynomial coefficients relative to CX, CY and CZ.

CX c0 c1 CY c0 c1 CZ c0 c1 c2
CXα - 8.32 CYβ -0.19 - CZα - 1.23 10.20
CXq -0.60 4.41 CYp -0.10 - CZq -7.56 0.13 6.15
CXδe

-0.01 0.11 CYr 0.17 0.14 CZδe
-0.32 - 0.29

CX0 0.46 - CYδa
-0.05 - CZ0 -5.40 - -

- - - CYδr
0.10 - - - - -

Table A.4: Polynomial coefficients relative to Cl, Cm and Cn.

Cl c0 c1 Cm c0 c1 c2 Cn c0 c1
Clβ -0.06 - Cmα - 0.21 - Cnβ 0.06 -0.09
Clp -0.56 - Cmq -11.30 - 5.29 Cnp -0.06 -0.91
Clr 0.18 0.65 Cmδe

-1.02 - - Cnr -0.05 -
Clδa

-0.25 0.04 Cm0 -0.32 - - Cnδa
0.02 -0.12

Clδr
- - - - - - Cnδr

-0.04 -

Table A.5: Physical properties of tether.
Name Symbol Value Unit
Drag coefficient CDt 1.2 [−]
Linear density ρt 0.0046 [kg/m]
Diameter dt 0.002 [kg]

Table A.6: Sensors noise standard deviation σy
Sensor Variable σy Unit
Five hole pitot tube VT 1.0 m/s
Five hole pitot tube (α, β) 0.5 deg
IMU (φ, θ, ψ) 0.1 deg
IMU (p, q, r) 0.1 deg/s

Table A.7: A priori longitudinal dimensional aerodynamic derivatives for the
steady wing-level flight condition with VTe = 20[m/s].

X-axis Value Z-axis Value M-axis Value
XV -0.147 ZV -0.060 MV 0.0
Xα 7.920 Zα/VTe -4.400 Mα -7.688
Xq -0.163 Zq 0.896 Mq -1.963
Xδe -0.232 Zδe/VTe -0.283 Mδe -10.668
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Table A.8: A priori lateral dimensional aerodynamic derivatives for the steady
wing-level flight condition with VTe = 20[m/s].

Y-axis Value L-axis Value N-axis Value
Yβ/VTe -0.167 L′β -8.201 N ′β 3.214
Yp 0.0 L′p -11.292 N ′p -0.750
Yr -0.976 L′r 3.853 N ′r -0.457

Yδa/VTe -0.046 L′δa -32.600 N ′δa 0.716
Yδr/VTe 0.093 L′δr 0.524 N ′δr -2.370

Table A.9: Flight envelope and OED constraints relative to the trim condition
at VTe = 20[m/s].

Variable Flight envelope OED constraints Range Unit
VT ( 12,30) ( 17,23) 6 [m/s]
β (-20,20) (-7.5,7.5) 15 [deg]
α (-8,20) (-4.36,3.64) 8 [deg]
φ (-35,35) (-28,28) 56 [deg]
θ (-30,40) (-28.77,27.33) 56 [deg]
p (-60,60) (-48,48) 96 [deg/s]
q (-40,40) (-32,32) 64 [deg/s]
r (-40,40) (-32,32) 64 [deg/s]

(δa, δe, δr) (-,-) (-5,5) 10 [deg]
(δ̇a, δ̇e, δ̇r) (-,-) (-3.25,3.25) 7 [rad/s]
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Table A.10: Path constraints.

Name Variable min max unit
angle of attack α -6.0 9.0 [deg]
angle of side slip β -20.0 20.0 [deg]
airspeed VT 13.0 32.0 [m/s]
altitude h 100.0 - [m]
tether tension ftλ 10.0 1800.0 [N]
roll angle φ -50.0 50.0 [deg]
pitch angle θ -40.0 40.0 [deg]
tether length l 10.0 700.0 [m]
tether speed vl -15.0 20.0 [m/s]
tether acceleration al -2.3 2.4

[
m/s2]

aircraft angular velocity ωb -50.0 50.0 [deg/s]
aileron deflection δa -20.0 20.0 [deg]
elevator deflection δe -30.0 30.0 [deg]
rudder deflection δr -30.0 30.0 [deg]
servo speed vδ -2.0 2.0 [rad/s]
trajectory time T 20.0 70.0 [s]
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Figure B.1: 1-D look-up tables of CX derivatives versus α with their
corresponding polynomial interpolation.
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Figure B.2: 1-D look-up tables of CY derivatives versus α with their
corresponding polynomial interpolation.
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Figure B.3: 1-D look-up tables of CZ derivatives versus α with their
corresponding polynomial interpolation.
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Figure B.4: 1-D look-up tables of Cl derivatives versus α with their corresponding
polynomial interpolation.



LIST OF FIGURES 141

-4 -2 0 2 4 6 8 10 12 14 16
-0.35

-0.3

-0.25

-0.2

[-
]

C
m

-4 -2 0 2 4 6 8 10 12 14 16
-11.4

-11.2

-11

-10.8

[-
]

C
m

q

-4 -2 0 2 4 6 8 10 12 14 16

 [deg]

-1.05

-1

-0.95

[-
]

C
m

e

LUT

Interpolation

Figure B.5: 1-D look-up tables of Cm derivatives versus α with their
corresponding polynomial interpolation.
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Figure B.6: 1-D look-up tables of Cn derivatives versus α with their
corresponding polynomial interpolation.
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